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PREFACE

MICHAŁ SZYDŁOWSKI1
1 Gdańsk University of Technology (Gdańsk Tech), Faculty of Civil and Environmental Engineering 
e-mail: mszyd@pg.edu.pl 

The 17th International Conference on Water Management and Hydraulic Engineering (WMHE 2022) is organized by 
the Faculty of Civil and Environmental Engineering at the Gdańsk University of Technology (Gdańsk Tech), from 
14–18 September 2022, in Sopot, Poland. The WMHE 2022 conference is the next in the series of International Sym-
posiums in the field of Water Management and Hydraulic Engineering, organized with the participation of the Gdańsk 
University of Technology (Poland), University of Zagreb (Croatia), Slovak University of Technology in Bratislava 
(Slovak Republic), Ss. Cyril and Methodius University in Skopje (North Macedonia), University of Natural Resources 
and Applied Life Sciences in Vienna (Austria) as well as Brno University of Technology (Czech Republic).

The main goal of the conference is to share transboundary and interdisciplinary knowledge and experience between 
scientists and experts from Central Europe, from older and new EU member states as well as from South-East Euro-
pean candidate countries. In 1976 the first conference of this type was organized as a bilateral activity between the 
faculties of Gdańsk University and Zagreb University. Since 1998, the Slovak University of Technology, the Ss. Cyril 
and Methodius University in Skopje and the BOKU University of Natural Resources and Applied Life Sciences, 
Vienna, have joined this biannual conference series. In 2013 Brno University of Technology, Czech Republic, joined 
the steering group of WMHE. 

The aim of the symposium is to encourage and facilitate communication between scientists, engineers and profes-
sionals involved in work related to the multidisciplinary tasks of water management. This Conference provided a set-
ting for discussing recent developments in a wide variety of topics including: Integrated Water Resources Manage-
ment, Hydraulic Engineering and Environmental Impact, Sanitary Engineering and Sustainable Water Use, Hydraulic 
structures, Ecohydrology and Water Body Protections, River Basin Restoration Strategies and Experiences, Climate 
Change and Flood Risk Management, Geotechnical aspects of Hydraulic Engineering. During the conference, two 
plenary lectures were delivered by invited professors from Iraq and Turkey. The purpose of inviting lecturers from 
outside Europe was to raise the significance and range of the symposium, as well as to establish new scientific contacts.

The conference was announced on the Internet via the creation of a dedicated web site http://wmhe2022.wilis.pg.edu.pl. 
All accepted abstracts and papers are published in Proceedings of WMHE 2022 in digital form. The conference has 
Patronage of Rector of the Gdańsk University of Technology. The conference fee is co-financed by Gdańsk Tech pro-
gram Carbonium Supporting Conferences.

Symposium Chairmen
• Michał Szydłowski, Gdansk University of Technology, Faculty of Civil and Environmental Engineering, Gdansk, 

Poland
• Josif Josifovski, Ss. Cyril and Methodius University, Faculty of Civil Engineering, Skopje, North Macedonia
• Damir Bekić, University of Zagreb, Faculty of Civil Engineering, Zagreb, Croatia
• Andrej Šoltész, Slovak University of Technology, Faculty of Civil Engineering, Bratislava, Slovak Republic
• Helmut Habersack, University of Natural Resources and Life Sciences, Vienna, Austria
• Jaromír Říha, Brno University of Technology, Faculty of Civil Engineering, Brno, Czech Republic

The Editors and WMHE 2022 Chairmen would like to express their warm gratitude to the members of the  
International Organizing Committee: Alina Wargin, Dominika Kalinowska, Natalia Gietka, Patrycja Mikos-Stud-
nicka, Andam Mustafa (Poland), Dražen Vouk, Dalibor Carević (Croatia), Vladimir Vitanov, Zlatko Zafirovski, Stevcho 
Mitovski, Goce Taseski (North Macedonia), Lea Čubanová (Slovak Republic), Tomáš Julínek (Czech Republic).

To manage the tasks related to this Conference an International Scientific Advisory Committee was set up: Adam 
Szymkiewicz, Magdalena Gajewska, Piotr Zima (Poland), Neven Kuspilić, Goran Lončar, Eva Ocvirk, Ivan Halkijević 
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CLIMATE CHANGE AND ITS EFFECT ON WATER RESOURCES IN IRAQ

NADHIR AL-ANSARI1
1 Lulea University of Technology, Department of Civil, Environmental and Natural Resources Engineering; Sweden 
e-mail: nadhir.alansari@ltu.se 

Abstract
Iraq is in the north-eastern part of the Middle East. This area is considered as arid to semi-arid region. Iraq relies in its 
water resources on the waters of the Tigris and Euphrates Rivers and their tributaries, and it is located at the lower part 
of the catchment area of these rivers. Long term records of the average annual flow that enters Iraq from these rivers is 
about 84 BCM. About 30 BCM from the Euphrates, 22.2 BCM from the Tigris, 24.78 BCM from tributaries and about 
7 BCM from side valleys between Iraq and Iran. The flow of these rivers is decreasing now due to climate change and 
hydrological projects established in the upper parts of the catchment. It is expected that precipitation will decrease 
15–25% during this century and therefore, the flow of the Tigris and Euphrates Rivers will be reduced by 29–73%. The 
decrease of precipitation and flow of rivers will cause a grave depletion of ground water resources. Turkey is trying to 
finish building 22 dams and 19 hydropower stations within a project known as GAP. Iran built 12 dams and diverted 
the flow of some tributaries inside Iran and blocked all the valleys that contributes water from its land to Iraq. For these 
reasons, Iraq is experiencing shortages in its water resources and there is some sort of friction and conflict between 
riparian countries within the Tigris and Euphrates basins because each country tries to secure its water resources. The 
factors affecting the water resources within these basins are Water scarcity, Climate change and Hydrological projects, 
population growth rate, Energy issues, Water mismanagement, Economic changes, Expansions of projects and technol-
ogy, Political issues, international water laws and public awareness. To solve the problem of water scarcity in Iraq they 
should reach an agreement with riparian parties and develop Long-term Strategy that should take care of: Rehabilitating 
of dams, barrages & pump stations, Improving the efficiency of diversion and supply, Using of Nonconventional Water 
Resources, Irrigation modernization using suitable techniques, developing a public awareness program and establishing 
an agenda for training.

Keywords: Tigris River, Euphrates River, water management, Iraq.
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WATER RESOURCES AND CHALLENGING ISSUES IN AGRICULTURAL 
WATER USE IN TURKIYE

MAHMUT CETIN1

1 University of Cukurova, Faculty of Agriculture, Department of Agricultural Structures and Irrigation; Adana, Turkiye 
e-mail: mcet64@cu.edu.tr 

Abstract
Turkiye occupies geographically a unique place and connects the two continents, viz., Europe and the Middle East. 
It has a varied landscape as well as climate, which, in turn, reflects various spatiotemporal characteristics of its water 
resources. These diverse characteristics present a challenge and an opportunity to researchers, policymakers, prac-
titioners and the agencies responsible for water resource management, the agricultural sector, the energy sector, the 
municipalities, the departments of tourism as well as those involved in environmental and ecosystem management. 
Due to its location, Turkiye is known as the realm of ecologies since there exist seven distinct climatological regions 
in the country. In this context, the Marmara, Aegean, Mediterranean, and South-eastern Anatolia regions of Turkiye are 
characterized mainly by the dry summer of sub-tropical Mediterranean climate. However, the humid-temperate climate 
type prevails only in the Black Sea region, but the continental inland climates in Central Anatolia and Eastern Anatolia 
regions. Since Turkiye is situated in a transition zone, it is under the influence of various atmospheric disturbances and 
weather types originating from polar and tropical regions. In addition to the influence of various atmospheric distur-
bances and weather types originating from polar and tropical regions; among others, the complexity of topographical 
features, rapid elevation changes within short distances, land-sea interactions, and finally thermodynamic influences 
and modifications are the primary causes of evident climate diversity in Turkiye. Therefore, the spatial and temporal 
distribution of precipitation is all the time uneven across the country, changing from 325 mm (in Konya, Central Ana-
tolia) to 2312 mm (in Rize, Eastern Black sea region) at the point scale. 

Until recently, areal mean precipitation was recorded as 642 mm. Current studies have shown that areally averaged 
precipitation is about 574 mm, indicating an almost 12% decrease in average precipitation. In addition to this reduc-
tion, with the increase in the population and demand, water scarcity has further accelerated, making water a more vital 
and/or critical element, particularly in some river basins such as Akarcay and Konya basins. The decrease in precip-
itation may have resulted from both the phenomenon of climate change and the calculation technique of mean areal 
rainfall over the country.

Surface water hydrology in Turkiye is a greatly challenging problem as it has a share of 84% of the total exploitable 
water potential of the country. However, the share of groundwater resources is only 16%. In this context, the surface 
water resources of Turkiye are divided between 25 river basins; most stay within the country. Five of the 25 river basins 
are transboundary where Turkiye is either the upstream country or the downstream country. Due to uneven precipitation 
distribution over the basins, the topography, morphometry, climatology, meteorology and land use-land cover charac-
teristics of the basins and many other factors, not surprisingly, catchment yield (min-max: 1.29-22.85 l/s-km2), run-off 
coefficient (0.085-0.837) and water potential (40.6 mm-720.6) of the river basins differ from each other. Nonetheless, 
Turkiye’s water resources potential was estimated by aggregating hydrometric network data -provided by the national 
water agency State Hydraulic Works (DSI)- acquired in the river basin level in the long term. As seen in Fig. 1, the 
gross surface water potential of Turkiye is 186.6 km3 (238.0 mm) of which 5.8 km3 (7.4 mm) is the contribution from 
neighbouring countries, resulting in a runoff coefficient (SW/P) of 0.40. However, until 2018, it was recorded officially 
that the runoff coefficient of Turkiye was about 0.37. This indicates an increase in the runoff volume. Recently, the 
frequency and magnitude of extreme values such as floods and heavy precipitation have tended to increase. Therefore, 
the increase in runoff coefficient might be due to the effects of climate change. Although the gross water potential of 
Turkiye is 231.4 km3, due to technical reasons, it was reported that only a total of 112.0 km3 of the potential is exploit-
able, 95.0 km3 from surface water and 18.0 km3 from groundwater.

mailto:mcet64@cu.edu.tr
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Figure 1. Surface and groundwater potential of Turkiye 

Due to the considerably large size of the country and the spatial and temporal uneven distribution of water resources, 
water demand in some regions exceeds the available water for a period which creates a water shortage in the agricul-
tural sector. Therefore, spatial and temporal variabilities in temperature and precipitation values hinder the year-round 
production of field and horticultural crops under natural conditions. In this context, precipitation is the most limiting 
factor for consumptive use. Sunflower, cereals and pulses are the main field crops, which can be economically grown 
under rain-fed conditions over the country, except for the Black Sea region. However, the Turkish government has 
made remarkable achievements in developing soil and water resources for irrigation, drinking, industrial and munic-
ipality water supply. As of the end of 2021, the total amount of area equipped with irrigation and drainage infrastruc-
tures has reached approximately 6.85 hectares (≈30% of economically and technically irrigable areas (22.6 Mha) 
under today’s conditions). Cropping patterns in irrigation schemes vary considerably from each other due to variable 
climatic conditions and water availability in the river basins. Totally 58.4 BCM, viz. km3, water was consumed in irri-
gation, domestic and industrial sectors. Of this, a total of 77% (45.05 km3) was consumed by irrigation such that 59% 
(34.3 BCM) was supplied from surface water resources and 18% (10.8 BCM) from groundwater resources. 

Although irrigation farming makes rather significant contributions to the Turkish economy, there exist some problems 
to be solved in the progress of time. Accelerating the implementation of land consolidation (LC) projects in agricul-
tural areas is inevitable to render at least 40% savings in expropriation and construction costs. Improving the very low 
irrigation efficiencies (average 37%) as well as irrigation ratios (42% in DSI operated, 66% in water user associations 
operated irrigation schemes), rehabilitation and rejuvenation of the dilapidated irrigation facilities, popularization of 
pressurized irrigation methods are some of the issues that need immediate action. 

Keywords: rainfall distribution, irrigation, drainage, water user association, land use, drip irrigation.
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EFFICIENCY OF METHODS FOR SOLVING SYSTEM OF NON-LINEAR 
ALGEBRAIC EQUATIONS IN NUMERICAL SOLUTION OF DIFFUSIVE 
WAVE EQUATION

WOJCIECH ARTICHOWICZ1, DARIUSZ GĄSIOROWSKI1
1 Gdańsk University of Technology, Faculty of Civil and Environmental Engineering, Department of Geotechnical and 
Hydraulic Engineering; Poland  
e-mail: wojartic@pg.edu.pl, gadar@pg.edu.pl 

Abstract
Two-dimensional diffusive wave equation is a popular model of flood inundation. One of the most promising solution 
methods of the two-dimensional equation is the splitting method. As a result of such approach the two-dimensional 
problem reduces to the solution of the set of one-dimensional diffusive wave equations. To increase the efficiency and 
to assure the stability of the numerical solution the implicit approximation schemes should be used. However, such 
proceeding leads to formulation of large systems of non-linear algebraic equations. The choice of the proper solution 
method of the non-linear system is a very significant part of the solution process influencing stability, accuracy and 
efficiency. In this study an analysis of different methods on the solution of the arising non-linear algebraic equations is 
performed. The Newton’s method, Picard’s method and their combination are used to solve the arising non-linear alge-
braic system. In order to test the performance and an efficiency of the considered methods two assumed flow scenarios 
were considered. The first scenario was the wave propagation over a horizontal plane, the second one was a wave 
propagation over an obstacle and depression. The depression and an obstacle had the rectangular shape reaching –0.5 m 
and 0.5 m respectively. In both cases the spatial solution domain with constant roughness coefficient was equal to 
L=1 km whereas the simulation times were 6000 s and 8000 s respectively. The initial conditions used in both scenarios 
assumed the dry bottom. At the x = 0 m the Dirichlet boundary condition in the form of linear function was imposed, 
whereas at x = L the von Neumann boundary condition was imposed. The spatial steps were equal 1, 2, 10, 20 m 
whereas the time steps were equal to 1, 5, 10, 20, 50 s. The tests were carried out for all mentioned pairs of time and 
spatial step values resulting in total 20 numerical tests performed for each scenario. The characteristics used for solver 
comparisons were the total number of iterations required by each method to fulfil the criterion of convergence, the 
total time of computation, and the mean square error computed with respect to reference solution computed with very 
fine spatial and time step. The performed numerical tests showed that the most efficient method for solving non-linear 
system arising during the solution process of one-dimensional diffusive wave model is the modified Picard’s method. 
In all cases this method required the most iterations to obtain the required solution accuracy. However, it was the fastest 
one with regard to the time of computation requirements. This is due to fact that the Picard’s method doesn’t require 
calculation of the computationally expensive Jacobian matrix. The Newton’s method converged in smaller number of 
iterations, but it required the computation of the Jacobian matrix which eventually made the computations slower. The 
combination of the Picard’s and the Newton’s solver did not seem to be beneficial in terms of the computation time. It 
provided the better performance than Newton’s solver, but it was slower than the pure the Picard’s method. However, 
it assured the best prevention from computations breakdown in difficult cases.

Keywords: diffusive wave equation, system of non-linear algebraic equations, Picard’s method, Newton’s method, 
computational efficiency.
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IMPACT OF SPATIAL DISTRIBUTION OF PRECIPITATION IN AN URBAN 
CATCHMENT ON THE QUALITY OF RAINFALL-RUNOFF HYDROLOGICAL 
MODELING

PATRYCJA MIKOS-STUDNICKA1, MICHAŁ SZYDŁOWSKI1
1 Gdańsk University of Technology, Faculty of Civil and Environmental Engineering, Department of Geotechnical and 
Hydraulic Engineering; Poland 
e-mail: patstudn@pg.edu.pl, mszyd@pg.edu.pl 

Abstract
Information on the spatial distribution of precipitation in the urban catchment is crucial for proper and reliable simu-
lation of the outflow computed with rainfall-runoff hydrological models. In the paper authors present the case study of 
the Strzyża Stream catchment in Gdańsk (Poland), where rainfall recorded by hydrological monitoring system located 
throughout the catchment, should be assigned with care to individual elementary catchments for effective rainfall-run-
off modeling. The problem is particularly visible in the matter of very local precipitation observed in the urban area, 
which is also characterized by high intensity and short duration. In the agglomeration of Gdańsk a large diversity of 
precipitation is observed, and their sums registered at rain gauges located in close vicinity from each other can vary 
significantly, even within one district of the city and at distance just of 5 km. In the work hydrological model created 
in the HEC-HMS (Hydrological Modeling System) was used to simulate the outflow based on SCS CN method. The 
results were compared with the water stage elevations (WSE) noted in the outlet control cross-sections during intensive 
rainfalls. Moreover, the sensitivity of the rainfall-runoff hydrological model to the method of determining the spatial 
distribution of precipitation in the analyzed catchment was examined.

Keywords: spatial distribution of precipitation, rainfall-runoff simulation, urbanized catchment.
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PROTECTION OF THE BALTIC SEA BY PROCESSING BEACH WRACK IN 
THE REED BED SYSTEM 

ALICJA KUPCZYK1, KATARZYNA KOŁECKA1, MAGDALENA GAJEWSKA1

1 Gdańsk University of Technology, Faculty of Civil and Environmental Engineering, Department of Environmental 
Engineering Technology; Poland 
e-mail: alikupcz@pg.edu.pl, katkolec@pg.edu.pl, mgaj@pg.edu.pl

Abstract
The area of   dead zones in the Baltic Sea is constantly growing. The cause of the formation of oxygen deserts is the 
eutrophication process, which is intensified by many factors. One of them is so-called beach wrack (BW). It is a mate-
rial washed ashore by waves, wind and tides. This phenomenon is natural and occurs all over the world. The algae 
decomposes on shore, releasing nutrients that recirculate to the Baltic Sea, deepening phenomenon of water blooming 
and thus contributing to an increase in oxygen deficit and growth of dead zones. In order to protect the Baltic Sea, 
the supply of nutrients reaching it should be limited, which poses the problem of managing the beach wrack material 
(Figure 1).

Figure 1. Beach wrack accumulated on the beach in Gdańsk (M. Gajewska) 

Beach wrack is characterized by high water and nutrients content, similar to sewage sludge. Due to the resemblance of 
both materials, the idea of   processing beach wrack in reed bed system (RBS) was born, which will enable the change of 
nuisance - heaps of rotting algae on the beaches, which exacerbate the condition of the Baltic Sea, into a resource - fer-
tilizer that will allow to close the circulation of nutrients in an environmentally beneficial way. This solution is being 
tested in a pilot reed bed system located in the WWTP in Swarzewo. Preliminary results show that this technology in 
case of algae substrate, works properly and the possibility of producing valuable fertilizer is real (Table 1). 

Table 1. Changes of basic parameters in beach wrack processing in reed bed system

parameters water content 
[%]

dry matter 
[%]

mineral 
substance [%]

organic 
substance [%] N [% dm] P [% dm]

raw BW 92,2 7,9 63,9 36,1 1,1 1,0

BW after a month 
processing in RBS 38,1 61,9 90,3 9,7 0,6 0,9

Investigating the possibilities of these systems in relation to beach wrack seems right because of its environmen-
tal friendliness, low emissivity, and aesthetic appearance that can be easily incorporated into the existing seaside 
landscape.

Keywords: beach wrack, eutrophication, Baltic Sea, reed bed system, fertilizer.
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BEACH CONSTRUCTION AND NOURISHMENT IN CROATIA 

DALIBOR CAREVIĆ1, TONKO BOGOVAC1, DAMJAN BUJAK1, SUZANA ILIĆ2,  
HANNA MILIČEVIĆ1

1 University of Zagreb, Faculty of Civil Engineering; Croatia
2 Lancaster University, Lancaster Environment Centre, Lancaster, United Kingdom

Abstract
The Croatian Adriatic coast is rich in a large number of gravel and sandy beaches about which there is no published 
data. The total number of beaches, sediment composition, average length, area and other relevant data are unknown. 
The lack of data also makes it difficult for managing the coastal area where local authorities are in charge. Beaches on 
the Croatian coast are under pressure from growing tourism industries, but also under the influence of climate change, 
which leads to an increase in the number of stormy events and rising sea levels, which all together result in erosion. As 
a measure to control erosion caused by storms, the practice of nourishing beaches prevails. Most European countries 
regularly carry out nourishing procedures on their mostly sandy beaches, and the practice is also present in Croatia. 
Beach nourishment is a procedure that falls under the regular maintenance of the beach, and involves the addition of 
materials to the beach in order to compensate for material previously lost by erosion or abrasion. Nourishment as a pro-
cedure is the dominant measure for beach maintenance for several reasons: it is adaptable to conditions on the coast 
that can change relatively quickly, the process of supplementation is non-invasive and does not disrupt the existing 
dynamics of the process on the coast, it also has a low environmental impact if performed properly. Coastal erosion 
can be monitored by various methods, and new, more technologically advanced coastal monitoring systems are emerg-
ing. One of the main goals of the Beachex project (http://grad.hr/beachex/language/en/frontpage-beachex/) is to develop 
a database on nourishment and construction of beaches and to educate the public and local self-government units. This 
article provides basic data relevant to assessing the current state of construction and nourishment of beaches, and in the 
future, defining sustainable coastal zone management practices. 

Keywords: beach nourishment, gravel beaches, beach management, erosion.
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CALIBRATION OF THE 3D NUMERICAL MODEL FOR SCOUR AROUND 
RIPRAP SLOPING STRUCTURE 

ANTONIJA HARASTI1, GORDON GILJA1

1 University of Zagreb, Faculty of Civil Engineering; Croatia  
e-mail: antonija.harasti@grad.unizg.hr, gordon.gilja@grad.unizg.hr

Abstract
River flow through the bridge opening interacts with the bridge elements located in the active flow area, locally increas-
ing turbulence and causing scour. A widely used countermeasure against scour at bridge piers is riprap sloping structure, 
in which launchable stones form a conical shape around the pier. Under such conditions, scour hole shifts downstream 
of the toe of the riprap sloping structure. Scour simulations are usually performed using three-dimensional numerical 
models representing natural environment with variable boundary conditions. The 3D model requires calibration of 
numerical parameters to accurately simulate the prototype conditions. The aim of this paper is to calibrate the Free sur-
face model within the Flow-3D software using the flow field measurements. The model parameters selected for calibra-
tion are cell mesh size, turbulence model, and roughness associated with natural riverbed and riprap sloping structure. 
Flow field measurements were collected with ADCP (Acoustic Doppler current profiler) instrument on 20 transects 
along the river section around the bridge for two independent surveys. Surveys were conducted for 30% flow duration 
and 60% flow duration (mean flow conditions). The numerical modeling results such as cross-sectional velocities in 
3 characteristic transects (upstream, downstream and bridge opening) were analyzed. The model has shown good 
agreement with the measured flow field across all transects. 
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COASTAL DYNAMICS OF THE 233.6 A 282.4 KM UNDER CHANGING 
CLIMATIC CONDITIONS 

KRZYSZTOF PIŁCZYŃSKI1
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e-mail: krzysztofpilczynski@ibwpan.gda.pl

Abstract
The objective of this study was to analyse hydrodynamic and lithodynamic phenomena and processes in the seashore 
zone (Figure 1). An assessment of hydrological conditions was also conducted. An analysis of extreme sea levels, 
including those associated with storm surge, was conducted using historical datasets and numerical simulations to 
determine the probability of seaward flood risk.

Figure 1. The Map of the region under study

As part of the study, work was performed to determine the wave-current field parameters, i.e. the wave transforma-
tion and calculation of current velocity distributions in the coastal zone. Wave data were derived from the Baltic Sea 
Wave Hindcast model, the results of which are available on the Copernicus Marine Environment Monitoring Service 
(https://resources.marine.copernicus.eu/). Statistical-stochastic analyses of wave parameters were carried out based on 
time series for period January 1, 1993 – December 31, 2020. In this study, the calculation of maximum wave heights 
significant ware carried out for offshore wave directions W, WNW, NW, NNW, N, NNE, NE, ENE and E with recur-
rence interval TR = 5, 50 and 100 years. The probability density function of the three-parameter Weibull distribution 
was used to describe the distributions of random event variability with respect to maximum wave height significant 
(Lockhart and Stephens, 1994). An assessment of hydrological conditions was also conducted. An analysis of extreme 
sea levels, including those associated with storm surge, was conducted using historical datasets and numerical simu-
lations to determine the probability of seaward flood risk. Sea levels were obtained from the Center for Hydrological 
Protection of the Country IMGW PIB (https://hydro.imgw.pl/) from hydrological stations located in Kołobrzeg and 
Ustka. Analyses and model studies of lithodynamic processes in the marine coastal zone using historical data allowed 
determination of sediment transport rates, seabed and shoreline rebuilding, and estimation of the expected magnitude 
of shoreline changes in the analysed section. 

The paper deals with sediment migration in the coastal zone, which is a problem that occurs with both natural and 
artificial coasts (beaches). It is a very interesting and still insufficiently studied topic.

Keywords: coastal dynamics, climat change, South Baltic coastal zone, wave climate, longshore sediment transport.
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HYDRAULIC DESIGN OF THE SETTLING BASIN FOR IRRIGATION 
SYSTEM 
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Abstract
Siltation is one of the most common problems in irrigation systems, where sediment particles can cause clogging and 
reduce irrigation efficiency, thus reducing system’s operational efficiency. Settling basins are integral part of the tra-
ditional irrigation pumping systems that abstract high volumes of water from the watercourses with high suspended 
sediment concentration. In order to fully exploit their main advantages, versatility and low maintenance requirements, 
they need to be efficiently designed to reduce their footprint and overall cost, at the same time retaining hydraulic 
efficiency for sediment removal. The objective of this study was to investigate the influence of the basin layout on the 
siltation rate for fine sand particles. A CFD model was applied to simulate the flow pattern in the settling basin sub-
ject to water withdrawal by pumping station. A total of six selected settling type basins were selected for simulating 
of short-term continuous flow through the basin for two flow boundary conditions, replicating operational prototype 
conditions. Evaluation of the hydraulic efficiency through identification of the intensive sedimentation areas was done 
using settling velocity approach and particle trajectories within the settling basin characteristic for each basin layout. 
Calculated spatial sediment concentration and deposition rate are further used to investigate the siltation volume and 
distribution pattern within the siltation basin, optimizing the basin section width. Result show that deposition generally 
exhibits decreasing pattern from the forebay to the pump intake. For further optimization, settling volume can be used 
to control system operation without adjusting the settling basin layout.

Keywords: settling basin, irrigation system, CFD.
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INFLUENCING BY THE WIND VELOCITY 
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Abstract
In northern regions, owing to the rise in energy and its transformation prices, solar power is more frequently used, due 
to the preference for the green energy. Floating photovoltaic structures (FPV) are one of the efficient substitute types 
for the fossil fuels, due to their advantages in land occupation. The study investigated the imposed ice forces on this 
structure type affected by the wind velocity in Łapino Reservoir located in Radunia River (Poland). Based on the low 
flow velocity and designed thermal expansion space, the static ice load is the principal force placed on the floating type 
of the structure. In Łapino Reservoir, ice cover is shoved under the influence of wind, thickened, and pushed towards 
the structure. DynaRICE model, a two-dimensional mathematical model for simulation dynamic of ice and location of 
the structure, was implemented. Different wind velocities, representing low to high velocity magnitudes in the region, 
were applied for the study. Moreover, the pool level reduction was considered as an extra parameter for changing the 
loads enforced on the structure. It was observed that varying wind velocity, changed the maximum ice thickness, which 
in turn, affected the loads on the structure. The wind direction is determinative for the inclination and formation of 
secondary ice layer. Not noticeable influences were observed in the applied ice load, from changing the pool level of 
the dam. It was also indicated that the maximum normal force was put onto the left side of the northern edge. Further-
more, a tilting at the south-east direction could be predicted since western and southern edges carry negligible forces. 

Keywords: ice cover force, DynaRICE model, FPV structure, Łapino reservoir, wind drag.
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Abstract
Construction of hydrotechnical facilities requires site specific solutions adjusted to local conditions. To reach the opti-
mum solution two approaches, i.e., numerical, or physical models can be in use. Historically physical models have 
been commonly used, especially in case of large constructions. However, development of numerical methods and 
increase in computation power to carry out complex calculations changed the preferences. At the beginning of the 21st 
century, numerical models have largely displaced physical models. In practise, application of numerical models due to 
their limitations was not always successful. Due to limitations of both approaches, the most recommended is to apply 
both methods complementary in the design process. Following this trend, in 2021 Institute of Hydro-Engineering PAS 
re-opened the hydraulic laboratory. 

First experiments were carried out in a prismatic channel (L = 60 m, W = 5 m, H = 0.6 m) partly occupied by a system 
of groynes (5 pairs spaced 2.5 m). These experiments were dedicated to an analysis of hydrodynamic conditions in the 
main channel and in groyne fields. Experiments were carried out both for emerged and submerged groynes for vari-
ous discharge conditions (e.g., 0.05, 0.08, 0.11 m3/s). They were conducted in case of a fixed bottom. Direct velocity 
measurements carried out using ADCP current meter delivered information on flow characteristics in the water column, 
excluding the upper-most 10-centimeter layer. Video records of the surface layer, with flowing regular plastic elements 
applied as tracers, were used to analyse velocity patterns in the surface layer using the PTV (Particle Tracking Veloci-
metry) method. These two complementary methods delivered quite detailed information on velocity patterns in the 
study area. 

The collected data enabled comparison of velocity patterns in case of emerged and submerged groynes. In case of 
emerged groynes distinct differences between unidirectional flow in the main channel and water circulations in groyne 
fields were observed. In case of submerged groynes, with the increasing flooding of groyne top, water circulations in 
groyne fields disappeared and resembled situation without groynes. 

In the next step, experiments with the emerged groynes and moveable bed were carried out. They allow to work out 
methodology of bottom scanning, and analysis of bottom changes due to flow.

Figure 1. Exemplary photo from experiments with plastic tracer (left) and results from the PTV analysis (right)

Keywords: physical models, hydraulic structures, hydrodynamics, sediment transport, ice transport.
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Abstract
The water flow in closed pipeline systems is almost always turbulent. Laminar flow may only occur when water flows 
in a thin layer on smooth surfaces. Turbulent flow is characterized by velocity components perpendicular to the main 
flow direction, the irregularity of current lines, and the velocity distribution across the flow cross-section. This results 
in intensive mixing of currents, characterized by various temperatures, chemical admixtures, or solids. 

In the flow conditions prevailing in the large-diameter pipelines and their connecting chambers, such factors can be 
listed as crucial: longitudinal channel gradient, cross-sectional shapes, or materials roughness. Surface runoff can be 
divided into three groups: from urbanized areas; from traffic routes; from agricultural areas and forests. In Warsaw the 
key role is played by runoff from urbanized areas and from traffic routes. Rainwater runoff from roofs alone may be 
classified as relatively clean (Tab. 1), however, in the stage of surface runoff there occurs essential pollution of rainwa-
ter and its transformation into rainwater sewage during catchment flushing. 

Table 1. Concentration of pollutants in rainwater, runoff from roofs, outflows to rainwater sewers  
(research conducted in 1987–1991 at the Warsaw University of Technology)

TYPE OF SAMPLE BOD [mgO2/l] SUSPENSION [mgO2/l]

Rainwater – precipitation 2,4–31 0–58

Roof runoff 19–74 0–440

Outflow to the rainwater drainage system 20–500 5–40 000

Due to many factors affecting the composition of rainwater runoff and its probabilistic nature, in the case of Warsaw 
sewage there is no unambiguous information concerning the composition of rainwater after it passes through the phase 
of surface runoff. The second characteristic of runoff water generated in the surface runoff phase is the irregularity of 
pollutant load discharge per time unit. Only 1 to 18% of the total hydrocarbon load mass is discharged as dissolved or 
unbound (oils, greases, and fuels which are separated from the rainwater through the flotation process). The remaining 
part is absorbed in suspension in the form of hydrocarbon cover of mineral sand or clay particles; the main component 
of sediment are mineral substances whose content ranges from 73.1 to 97.1% of dry mass. This study summarizes our 
own research related to the identification of the load transported in the urban stormwater drainage system in order to 
model the process of sediment transport in chambers and pipelines of the urban drainage system.

Keywords: wastewater, drainage systems, erosion, corrosion, accumulation, oils, road pollution.
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Abstract 
To improve drinking water treatment plant processes on the Butoniga reservoir in Istria (Croatia), the prediction of the 
Water Quality Index (WQI) is performed. 

Based on parameters such as temperature, pH, turbidity, KMnO4, NH4, Mn, Al and Fe, the calculation of WQI is con-
ducted, while for the prediction models of WQI along with mentioned parameters, additionally O2, TOC and UV254 are 
used. 

All data are pre-processed concerning modeling and research goal. For the WQI prediction models, the entire span 
of the measured daily data was used, from 2011 to 2020, while missing data were filled in by usage of cubic spline 
interpolation. 

Four models were built to predict WQI with a time step of one-, five-, ten-, and fifteen days in advance to improve 
certain processes in the drinking water treatment plant regarding changes in raw water quality in the Butoniga reservoir 
which could influence the treatment processes. Therefore, these models can help optimize certain processes depending 
on the quality of raw water. 

For the experiment, the machine learning algorithm M5P for rule-based models integrated into the WEKA modeling 
software was used. Predicted WQI (one, five, ten-, and fifteen-days’ time step) was set as a target (dependant) variable, 
whereas water temperature, pH, turbidity, KMnO4, NH4, Mn, Al, Fe, O2 TOC and UV254 were set as independent 
variables (descriptors) from which the predicted WQI was modeled. The above parameters were used because they 
represent the parts of the system (drinking water treatment plant) on top of which the target variables depend. 

To achieve the highest correlation coefficient (R), and the optimal number of rules default values of parameters for 
building models were used in WEKA modeling software. The model that was performing most accurately, according 
to the validation method, was selected as a representative model for prediction purposes. 

Obtained results from models showed that one-day prediction model for WQI has only one rule which is related to 
a linear equation predicting the WQI and a very high correlation coefficient of 0.93, while five-day prediction model is 
consists of 12 rules with a correlation coefficient of 0.81. Ten-day prediction model has 14 rules and a correlation coef-
ficient of 0.79. Finally, fifteen-day prediction model has five rules and a correlation coefficient of 0.71. As expected, 
obtained correlation coefficient decreases as the number of prediction days increases, while the number of rules, and 
related linear equations depend on the parameters set in WEKA modeling software which give the highest values of 
the correlation coefficient. Also, all models have high accuracy compared to the measured data, with a good prediction 
of the peak values. 

Therefore, obtained models through the prediction of WQI could help to manage certain drinking water treatment 
plants depending on the quality of raw water in the Butoniga reservoir. 

Keywords: WQI, prediction model, machine learning, processes improvement, drinking water treatment plant, 
Butoniga. 
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 Abstract
Development of the river bed with pillars and bridge abutments causes narrowing of its cross-section. This influences 
variations in flow conditions, which can be seen primarily during catastrophic floods. Then there is an increase in the 
velocity of the flow and the accumulation of water in front of the bridge. These changes depend on the geometry of the 
stream bed and the bridge cross-section, especially the degree of narrowing of the stream under the bridge. Hydraulic 
conditions under the bridge depend on the flow velocity, the dimensions and shape of the supports, the granulometric 
composition of the debris, which can be quantitatively characterized by hydraulic resistance coefficients. 

The scouring under the bridge was calculated using one of the known empirical formulas, and compared with labo-
ratory results. The local scour shape was measured using a sound probe with the accuracy of 0.1 mm on supercritical 
flow conditions. The aim of the study was to optimize the coefficients of the formulas using bootstrap resampling in 
a Monte Carlo simulation (Fig. 1). 

Figure 1. The bootstrap resampling algorythm 

The analysis showed that the optimization of the chosen formula allows for a calculation error reduction relative to 
observations. It was concluded that the bootstrap resampling method in Monte Carlo simulation is a useful engineering 
tool for optimizing formulas in hydraulic research, also as a procedure for confirming the form of formulas previously 
used in practice. A particularly valuable feature of the paper is the use of a historical data set. The results demonstrated 
that the formula’s calculation error could be diminished even with the whole order of magnitude.

Keywords: local scour, pier, bridge, erosion, optimization, verification.
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Abstract
Inland navigation is not only one of the oldest, but also economical, environmentally friendly and energy efficient 
means of transport. Therefore, the European Union is promoting the improvement of its existing waterway infrastruc-
ture, which includes the existing ship-locks along its waterways. In this contribution, computational fluid dynamics 
(CFD) was applied to analyze the behavior of water flow through culverts inside a two-chambered ship lock (Fig. 1 left 
side) during different filling lock operation algorithms. Two different algorithms (gate opening timing) were analyzed 
for the filling operation from the upper pond to the chambers (Fig. 1. A-sudden opening of the gates inside the culverts 
and B-slow/paused opening of the gates). Due to the model’s output, one can state the pros and cons of both proposals. 
The 3D numerical model is based on the modification of the continuity and momentum equations, the commonly used 
Reynolds-average Navier-Stokes (RANS) equations. The commercial software Flow3D was used to discretize the 
RANS equations, which is sufficient for practical purposes. 

Figure 1. The computational domain and the filling/locking algorithms that were analyzed using CFD

Table 1. CFD results for the filling operation analysis 
Flow and exploitation parameters Algorithm A Algorithm B

Filling time (s) 410 480
Critical filling time (s) 25 30

Max. wave depth (m) 0.23 0.20

In Tab. 1, a summary of some of the results of the CFD analyses is presented. Algorithm A is more efficient to accel-
erate the filing time process of the right subchamber but also is riskier because the collision between water and small 
shipping units can be stronger (the maximum wave depth is higher). However, for exploitation purposes, it is always 
convenient to accelerate the filling process to reduce the travel time of large ships with large containers. This fact can 
neglect the stronger flow behavior at the beginning of the filling process (critical filling time). Therefore, both algo-
rithms present benefits and trade-offs and thanks to the usage of CFD, other algorithms can be used and analyzed to 
find an efficient solution for the proper exploitation of this kind of hydraulic structures. 

Keywords: computational fluid dynamics (CFD), inland navigation, hydraulic structures, turbulence modelling, 
Flow3D, chamber lockage time.
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Abstract
Stream channels become transmuted due to fluvial processes which involve two basic processes: water flow and soil 
structure elements’ movement caused by it – a sediment transport. Both of these processes proceed according to the 
so-called feedback rule, which means that the hydraulic conditions of the water flow and the channel’s morphology 
formed by it mutually adjust so that the river can reach a dynamic balance between the waterflow discharge and the 
bedload’s transport intensity. 

The material of bed in rivers comes from different sources. The main source could be described as soil erosion. Under 
the influence of weathering, drying, wetting, freezing, etc. processes there could be observed land management effects: 
non-cohesive (alluvial) and cohesive soils. Alluvial soils undergo erosion by water and the main type of erosion in case 
of cohesive soils is erosion by wind. 

The research comprises field and laboratory works, database analysis, and computational part of the investigation. The 
model of the weir was recreated maintaining the geometric scale of the real object, sited on the Radomka River. Labo-
ratory works were conducted in physical model of the flume with partially scourable bed, with rectangular 0.58-meter 
width cross-sections. The main dimensions of the flume were: 11.00 m of total length Lc and 0.60 m of lateral glass 
panels width H (Figure 1 a, b). 

a) b)

Figure 1. The researced weir, a) real object, b) laboratory model

The conditions of water flow and the formation of the local scour phenomenon at the water structure were studied. During 
initial data analysis it was demonstrated that the stream velocity increment was translated into scour hole deepening.

Keywords: local scour, clear water conditions, erosion, accumulation, weir, hydraulic structures.
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Abstract
Groynes are commonly used structures for river regulation. Their goal is to concentrate flow in the main channel and 
protect riverbanks against erosion. Groynes can work as emerged or submerged constructions, depending on their 
height and water level in a channel. Mostly qroynes are constructed as impermeable, however it is possible to find per-
meable ones. It is well known that flow parameters depend on bottom configuration, characteristic of sediment in the 
channel and can be modified by the presence of vegetation. To analyse river hydrodynamics in the presence of groynes 
numerical and physical models can be used.

Recently, in the open-air hydraulic laboratory of the Institute of Hydro-Engineering PAS series of experiments in a pris-
matic channel (width – 5 m; length – 60 m; depth – 0.5 m) with a system of groynes (5 pairs spaced 2.5 m) has been 
carried out. Experiments were done for various values of discharge (Q = 50, 80, 110 l/s) in case of emerge groynes. 
Velocity in selected cross-sections of the chosen groyne field were measurements using the ADCP current meter.

The numerical model was set-up using Delft3D-FLOW. The computational domain discretized using in horizontal 
plane regular grid while in vertical 10 layers in sigma co-ordinates were applied. 

Laboratory experiments were used to calibrate numerical model set-up using Delft3D-FLOW. Analysis of measure-
ments, and comparison with results from the numerical model will be presented. 

Comparison between measured and modelled results confirmed applicability of the proposed model to reproduce 
recirculation in the groyne field.

Keywords: hydrodynamics, groyne, laboratory experiments, numerical modelling.
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Abstract 
In the Water Laboratory of the WUELS hydraulic research has been carried out on 1:20 models of flow around pier 
for various shapes typical for selected bridges on the Odra river in Opole (Poland/Lower Silesia). The principal idea 
behind this research was to consider a pier an obstacle that causes local backwater and attempt to identify the most 
streamlined bridge pier shape. Streamlines of individual piers was investigated by means of measurements, observa-
tions of local velocity distribution for water fluxes and observations of water swelling in front of the pier. Results of 
hydraulic parameter measurements were used to calculate, for each pier, the local loss coefficients ζ, the flow-around 
drag coefficients cw and the shape factors in the computational formulae of Rehbock (δ) and Yarnell (K). Compari-
son of these coefficients was used as a criterion for streamlines of investigated 6 piers (nos. I–VI). In each case being 
studied local water build-up was observed in front of the pier. Measurement data analysis revealed that the biggest 
turbulences were caused by the pier with rectangular shape (no. I), and the smallest by the cigar-shaped pier (no. VI). 
Measurements have also confirmed that all rectangular piers cause the greatest changes to the velocity field. These 
changes are smaller for piers which are rounded and pointed and are the smallest for those which are streamlined and 
cigar-shaped. For rectangular piers nos. I and II turbulences around the pier were bigger than those observed for other 
shapes. One might expect that this shape increases the risk of soil erosion in the vicinity of piers. Measured drag and 
shape coefficient values quantitatively confirm the qualitative analysis of the phenomenon. The biggest drag coefficient 
values were obtained for the two least streamlined piers (e.g. for pier no. I with ζ = 2.36), whereas the most streamlined 
piers produced the smallest values (e.g. pier no. VI with ζ = 0.31). Laboratory measurements enabled us to verify the 
formulas of Rehbock and Yarnell used in hydraulic bridge calculations. For the Rehbock’s formula a certain distinct 
regularity could be observed: the shape factor δ was almost twice too low as compared to the results of experiments. 
In what concerns the formula of Yarnell, results of author’s experiments are in good agreement with the theory. The 
investigations and laboratory observations carried out confirmed a clear and significant effect of the bridge pillars on 
the hydraulic flow conditions in the trough. 

Keywords: bridge piers, hydraulic modeling, laboratory measurements, local loss coefficients, drag coefficient.
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Abstract
Peat bogs are unique objects on the globe, for which one of the most important functions is water retention. They give 
the possibility not only to better regulate water relations in the catchment (decrease the threat of flood and drought), 
but also to improve the quality of water flowing there. Currently, the mainstream of research is based on the assessment 
of their biotic state, as well as greenhouse gas emissions, forgetting that research on physico-chemical characteristics 
is also extremely important. In this paper, the object of study are unique raised bogs of the Baltic type, whose quality 
status should be closely related to rainfall conditions (the main source of supply) and local geographical conditions. 
Unfortunately, anthropopressure observed since the end of the 18th century has caused that their quality condition may 
be affected by human activity, as well as by extreme phenomena, e.g. the phenomenon of storm and accompanying 
sea water intrusion. The aim of this paper is to compare water quality status of selected peatbogs located in the Slovin-
ski National Park: Kluki Peatbog, Ciemińskie Błota and Żarnowska Peatbog. The key element of this work is also 
identification of main determinants affecting this state and determination of hydraulic relation between investigated 
peatbogs, groundwater and Lake Lebsko. The main work consisted of field research. Quarterly sampling of surface and 
groundwater (from previously installed piezometers) was carried out in 2017–2021, followed by laboratory analyses of 
selected chemical indicators (total nitrogen and phosphorus, basic cations and anions) in the Hydrochemical and Hyd-
robiological Laboratory of the Department of Hydrology, University of Gdańsk. Additionally, specific conductivity, pH, 
temperature and oxygenation were measured directly in the field. As a result, high variability of chemical indices was 
found between the objects and within the objects themselves, as well as lack of clear temporal and spatial variability 
of pH. Higher values of specific conductivity were also observed in the vicinity of drainage channels and peat mines. 
The highest values of conductivity, exceeding 600 μS·cm–1, were recorded at Kluki peat bog in the C9 channel. Points 
located in the vicinity of the £ebsko Lake were characterised by high values of i.a. chlorides, which indicates hydraulic 
connection of peat bogs with lake waters. Water quality of selected objects is determined by local conditions and does 
not show typical parameters for ombrogenic peatlands. Moreover, it can be stated that human activity in the form of 
drainage ditches and peat exploitation has a negative impact not only on the height of groundwater table, but also on 
the physico-chemical condition of waters in peat bog areas. 

Keywords: Slowinski National Park, peatlands, hydrochemical conditions, anthropopression, hydrometeorological 
conditions, groundwater.
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Abstract 
The study included a set of simulations related to changes in agricultural land use. The result of the work is a system 
performing a hydrological forecast of the quality and quantity of surface water up to 3 days ahead (using the weather 
forecast made available by the Interdisciplinary Centre for Mathematical and Computational Modelling at the Uni-
versity of Warsaw), as well as long-term simulation of planned activities in the context of agricultural year (taking 
into account different variants of meteorological scenarios). WaterPUCK web-based service (waterpuck.pl) is used 
as a decision support tool, enabling local stakeholders (administration and farmers) to predict changes in local water 
resources. The social and economic perspective of WaterPUCK aims to increase the environmental quality of the Puck 
Bay ecosystems under different scenarios of economic development. 

The study area is located in northern Poland on the southern coast of the Baltic Sea. The basin area is 176 km2. The 
use of land for agriculture dominates (60%), in addition to forests (29%) and urban areas (11%). This is a young glacial 
area of varied relief, characterized by a large denivelation (from −0.5 to 113.5 m a.s.l.) cut by smaller valleys with 
steep slopes. The bottoms of the valleys contain the beds of rivers, e.g., Gizdepka, Błądzikowski Stream, and Płutnica. 
The geological structure consists of fluvioglacial sediments, mainly loamy sands and sandy loams interlaced with clay. 

Meteorological data from 2000 to 2009 were used for the calibration. The criteria for calibration represented the com-
ponents of the hydrological budget and plant biomass. Validation of the SWAT model was performed by comparing 
the observed and calculated average daily outflow from the Gizdepka river. To validate the model, monitoring in the 
years 2018–2019 was used. The monitoring consisted of a water level measurement station. Then the water level was 
converted into the flow rate using a rating curve based on measurements carried out in the years 2017–2019. Additional 
validation criteria included the weight of the yield of the major crops in the area: winter wheat, canola, silage corn, 
and hay production on grassland. Realistic yield values were obtained for all scenarios, thanks to agricultural calendars 
containing the best dates for agricultural treatments, determined based on the guidelines and experience of the surveyed 
farmers. 

A series of hydrological simulations have been carried out, assuming the most common types of crops, and the various 
possible variants of the corresponding fertilization methods (doses, fertilizer types, etc.), taking into account the var-
iable location of the crop field (spatial variation of soil types). The impact of possible climate changes (modification 
of meteorological data) on the water balance was then checked. The final step was to test the feasibility of using short- 
and long-term meteorological forecasts in the process of planning agricultural practices to optimize their impact on the 
catchment area. 

Keywords: Puck Bay, SWAT model, hydrological forecast.
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Abstract
Many developed countries are dealing with problems of monitoring of the formation and pollution of sediment in drain-
age canals, as well as disposal of extracted polluted sediment. The European area is characterized by the development 
of monitoring strategies by individual countries. The Water Framework Directive changes the approach in the field of 
water systems management, and requires monitoring the quality of sediments as an integral part of aquatic systems. 
The Directive also changes the way of management of exctracted sediment. According to the EU Water Framework 
Directive, each member state was obliged to identify polluted sediments that require remediation, and to take the nec-
essary actions in order to achieve good ecological status of the water bodies. Also, the problem of sediment must and 
can be solved in locations where the ecological status has been violated due to polluted (degraded) sediment, which 
can act as a secondary source of pollution. 

Control of point and diffuse sources of pollution due to its nature and the impossibility of complete control, is recog-
nized as problem which needs special attention. Most of this pollution ends up in drainage canals through precipitation 
or direct discharge. There are large amounts of sediment disposal in the drainage canals of lowland areas where agri-
culture is the dominant activity, which is even increased by reduced canal maintenance. The amount of sediment is also 
affected by reduced discharge in the canalas as a result of frequent droughts. 

In order to analyse heavy metal pollution of sediment in canals, research was conducted in the wider area of the Vuka 
River Basin, which belongs to the continental area of Croatia. The obtained results showed variable concentrations of 
heavy metals in canal sediment, especially copper, in years 2020 and 2021. Geodetic surveys of cross-sectional canals 
profiles, with the aim of monitoring the change in canal geometry in years 2020, 2021 and 2022 were also performed. 
Weak mobility of sediment pollution due to low water discharge was proven, and the lag of pollution in the sediment 
and its spread along the channel was confirmed. 

Such contaminated sediment is retained in the canals until its removal within the framework of technical maintenance. 
As part of technical maintenance, canal sediment is deposited along drainage canals, directly next to agricultural areas. 
One of the most important principles of the current legislation refers to the elimination of damage directly at the source. 
The conducted research indicates the magnitude of pollution caused by uncontrolled sources of point pollution and the 
need to make additional efforts to reduce its formation.

Keywords: sediment, pollution, drainage canals, heavy metals.

mailto:marijalekokos@gmail.com
mailto:tamaradadic@gfos.hr
mailto:ltadic@gfos.hr


35Abstracts

V Ecohydrology and Water Body Protections
TRACES STUDIES OF EXCHANGE WATER IN BREEDING POOLS
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Abstract
The study of the issue of solute transport and water exchange in hydraulic structures is an important environmental 
engineering problem. Water exchange is particularly important in aquatic or semi-aquatic animal breeding pools. Water 
quality is a key issue for animal welfare and health. Livestock pools are non-standard facilities. Due to the presence of 
animals, stirrers cannot be used to improve circulation. In addition, the flow rate must not be too high. In such facilities, 
water exchange can be detected by tracer studies using fluorescent dyes. By using a passive tracer (rhodamine WT), it 
is possible to track fluid movement, water exchange intensity, and estimate transport parameters necessary for mathe-
matical modeling. The tracer measurements allow to verify the correctness of calculations of fluid flow as a carrier of 
solute. The methodology presented in the poster concerns tracer measurements carried out in breeding pools of grey 
seals at the Marine Station of the Institute of Oceanography of the University of Gdańsk in Hel. Tracer was injected into 
the inlet of basin being tested. The volume of the investigated pool is 495 cubic meters. The pool has one point inlet 
and one overflow outlet. A series of four measurements were made at different inflow rates. A CYCLOPS-7 fluorimeter 
from Turner Designs was used to measure rhodamine concentration. The tracer signal was measured downstream at 
the outlet. A short pulse injection of the tracer allowed observation tracer concentration at the outlet and efficiency of 
the basin hydraulics. Due to the measurements, the efficiency of water exchange in the pools was estimated, and data 
on solute transport were collected.

Keywords: breeding pool, pollution migration, water exchange.
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VII Climate Change and Flood Risk Management
CLIMATE CHANGE AND THE OCCURANCE OF FLOODS IN GDAŃSK
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Abstract
The aim of the speech is to present how the floods in Gdańsk have shaped over the years and what impact the climate 
has on them. The climate of Gdańsk is mainly shaped by air masses approaching from the North Atlantic Ocean. 
The city has moderately cold and cloudy winters and mild summers with frequent rains and thunderstorms. Gdańsk 
is a city on the Baltic coast of northern Poland with a population of almost 629 ths and covers an area of 262 square 
kilometers. Gdańsk is the capital and largest city of the Pomeranian Voivodeship and the most important city in the 
geographical region of Pomerania. Gdańsk lies at the mouth of the Motława River, connected to the Leniwka, a branch 
in the delta of the nearby Vistula River. The city is located at an altitude of 0 m above sea level up to 180 m above sea 
level. The climate variability is a feature of processes and phenomena that take place in the natural environment. This 
variability is determined by different kinds of factors resulting from both cyclical natural processes and increasing 
anthropopression. In order to properly interpret the course of parameters describing the variability of the environment, 
it is necessary to analyse data obtained for the longest possible period of time. For this reason, data concerning flooding 
in Gdańsk from the 14th century to the present day (2017 year) was analyzed. The material for analysis regarding data 
on flooding was obtained from the Regional Water Management in Gdansk (RZGW), the Institute of Meteorology and 
Water Management (IMGW), Regional Atmosphere Monitoring Agency Gdańsk–Gdynia–Sopot (ARMAG) and Water 
Gdańsk municipal water company. Over the centuries, the following types of floods have occurred in Gdańsk: flood 
waves on the River Vistula (pluvial floods), blockage floods (ice jams), snow melt floods, storm floods, anthropogenic 
floods and fluvial urban floods. The type of flood in Gdańsk depends on the prevailing climate. When the climate cools 
down, floods related to ice jam on the Vistula prevail. In turn, along with a warming of the climate, the most frequent 
are urban flash floods.

Keywords: climate change, flooding, Gdańsk, urban flash floods, historic floods.
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No 101003534.
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VII Climate Change and Flood Risk Management
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Abstract
The present study is conducted on the Huaihe river, aiming to quantify multiple aspects of flood risks across their influ-
ence in the Cinan Feizuo vulnerable region. The DHI Mike 1D model was used for the river, while the 2D model was 
applied to the Cinan Feizuo flood protection area. The Finite volume method (FVM) is used for discrete grid problem 
and the models are coupled through the weir equation to find the volume of flow from the 1D domain to the 2D domain 
to investigate water level changes. A remote sensing interpretation approach is used to estimate complex roughness 
that has a significant impact on the flood. The 2D model has been refined so that ground topography and flooding dry 
and wet water depth boundary conditions were taken into account to optimize the model and perform the risk analysis. 
The refined data was combined and used to generate inundation maps for the Cinan Feizuo flood protection area for 20, 
50, and 100 year return periods. The results evaluate maximum discharge, velocity, and submerged depth for 50 and 
100-year flood events were compared with flood risk factors, while for 20-year flood event there is no probability of 
risk. Flood risk analysis and loss assessment were calculated based on theoretical and practical approaches by using 
inundated land, submerged water depth, and geographic information and social economic indicators. Finally, statisti-
cal analysis of socio-economic indicators for flood impacts and loss assessment is compared with the site survey and 
the Huiahe river Commission report, which show a high degree of agreement with the data. The risk analysis results 
showed significant damage caused by the flood over the target regions. The study provides technical support for flood 
risk analysis and loss assessment of the flood protection area and has important reference value for regional flood con-
trol, disaster reduction decision-making, and constructive planning.

Keywords: risk analysis, flood protection area, Huaihe river.
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VII Climate Change and Flood Risk Management
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Abstract
Flooding is a major threat to urban infrastructure, particularly in residential areas, even more so, in rapidly developing 
districts. Flood hydraulic modelling assists in identifying areas that are especially vulnerable to flooding and in improv-
ing the resiliency of mitigation plans. Urban floods present a unique set of challenges because the flow conditions are 
unpredictable due to rapidly changing topography and a lack of comprehensive raw data. Erbil (also known as Hawler 
in the Kurdish language) is the capital city of the Kurdistan Region in northern Iraq, and it is the region’s largest city by 
population. Erbil, Iraq’s second-largest city in the north of the country after Mosul, is the region’s economic hub (Fig-
ure 1). In general, Erbil Province has a semi-arid continental climate, which is characterized by hot and dry summers 
and cold and wet winters, owing to its geographic location on the Arabian Plate. The investigation will be focused on 
the central district of Erbil. In the hydraulic modeling using HEC-RAS 2D, the area that was considered was within the 
120 m ring road, which is approximately (102.38 km2).

Figure 1. Study area

Rapid urbanization is one of the main causes of flash floods in Erbil. As a result, the patterns of Land Use Land Cover 
(LULC) in Erbil have changed significantly over the last two decades, particularly in the urban areas. Another impor-
tant factor that increases the risk of flash flooding is the wrong way that land is used for urbanisation, where water-
ways have been blocked. Using a GIS-based modeling interface, the terrain was pre-processed and input files for the 
hydraulic model were generated. Determining characteristics of the physical basin was accomplished through the use 
of soil map data, LULC maps, and a digital elevation model. This way, HEC-RAS 2D hydraulic model was created, 
and it was used to assess the flood susceptibility, vulnerability, and impact on socio-economics in Erbil, Iraq. The case 
study pays specific attention to the quality of the flood modeling results obtained using Digital Elevation Model (DEM) 
of different precision. Faced with the challenge, this study provides insights to two different building representation 
techniques: Building Block (BB) and Building Resistance (BR). Given this backdrop, this work puts forward a novel in 
order to model an urban flash flood in the heart of Erbil. In the end, we were successful in employing the BR technique 
to construct a model with cell size (10 * 10). In point of fact, we were able to draw the conclusion, on the basis of our 
observations, that the BR technique is adequate for modelling flash floods in regions where there is a scarcity of data. 
Despite the modeling, this study attempts to identify flood-prone areas. Fill in some of the gaps regarding stormwater 
management in Erbil. The findings of this study can be applied to planning and the design of flood control structures, 
as the study identified flood-prone areas throughout the city. 

Keywords: extreme rainfall, flash floods, data scarcity, HEC-RAS 6.1, flood modelling, Erbil, Iraq.
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Abstract
1D models of vertical flow through vadose zone are often used to estimate groundwater recharge or contaminant travel 
time from the ground surface to the aquifer. In order to provide meaningful results, vadose zone models must be cal-
ibrated and validated against field measurements. Groundwater level measurements are a good alternative for vadose 
zone data or evapotranspiration (ET) measurements because they are simpler to obtain and usually readily available. 
However, if groundwater levels are used as calibration data, the 1D vertical vadose zone flow model must be able to 
reproduce the observed groundwater table fluctuations, which requires an appropriate choice of the bottom boundary 
condition (BC). In our study, we combine vadose zone flow modeling based on the Richards equation (HYDRUS-1D 
[1]) with the pressure head-dependent flux as the bottom boundary condition. This condition typically represents flow 
to horizontal drains, but it can also be applied to simulate natural horizontal flow occurring in the shallow aquifer [2]. 
The bottom of the soil profile is below the groundwater table, and the outflow rate from the saturated zone is calculated 
as a function of the current water table position using an analytical formula describing flow to drains implemented in 
HYDRUS-1D: 

(1)

where qdr is the lateral outflow (discharge to drains) per unit area, Kh is the horizontal saturated hydraulic conductivity, 
Ldr is the drain spacing, H is the water table elevation in the soil profile, Hdr is the water table elevation in the drains. 
The parameters in Eq. (1) (the ratio 4Kh/Ldr2 which can be considered as a single parameter, and Hdr) can be calibrated 
either manually or automatically to fit the observed groundwater levels. We apply this method to a shallow sandy aqui-
fer on the Brda outwash plain in northern Poland. The presented approach allows to (i) use easy-to-obtain water table 
measurements to calibrate parameters for unsaturated zone flow simulations, (ii) significantly reduce uncertainty in 
recharge estimation in the absence of reliable data on ET, (iii) reproduce lateral discharge to adjacent surface water bod-
ies from 1D saturated/unsaturated soil profiles, which can be substantial for shallow groundwaters in humid regions.

Keywords: water table fluctuations, lateral outflow, groundwater, soil profile, 1D vadose zone model.
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I Integrated Water Resources Management
THE EFFECT OF DEM RESOLUTION ON THE CALCULATION OF THE LS 
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Abstract
Soil erosion is a relief-forming activity currently defined as a complex process involving the destruction and degra-
dation of the soil surface by transporting and sedimentation of released soil particles by water, wind, ice, and other 
so-called erosion agents, including human activity. The application of models to calculate soil erosion allows a quick 
assessment with a reliable result. One of the most used models for the calculation of erosion risk respectively soil ero-
sion is also the Universal Soil Loss Equation (USLE).

In this paper, a small experimental area that is threatened by water erosion was selected. It is located in western Slova-
kia, in the town of Myjava in the Turá Lúka district. The total area is approximately 30 ha, characterized by clay soils 
with an average slope of 6° (ArcMap). It belongs to mildly humid to warm climates with mild winters and an average 
annual rainfall of 650 to 700 mm. The area is used for agriculture. In the middle of the experimental catchment is 
a permanent erosion pit, which is stabilized by seven wooden dams.

The aim of this paper is to use USLE2D to determine the erosion risk in a small experimental catchment area. The 
modelling took place in the environment of the ArcMap program, where the method of calculating the LS factor was 
also investigated, and several algorithms for calculating the topographic factor (LS) were compared. We pointed out 
the influence of Digital Elevation Model (DEM) resolution (0.25m, 1m and 10m). Other USLE factors by default and 
their overview are given in Table 1.

Table 1. Description of input parameters (factors) entering Universal Soil Loss Equation (USLE)

Factor Description Value Unit 

R 
Location – Myjava, station 15020 according to the 
original methodology from minute data from 1995–
2009 (summer months) 

59.9 [MJ–1.ha.cm.h–1] 

K 

Map – areas divided 
by type of soil unit 

B
PE

J 

0793672 

K
 fa

ct
or

 0.3 

[t.ha–1.year–1] 
0787413 0.39 
0787232 0.39 
0872212 0.25 

C 
Map with information 
on vegetation 
coverage (in this case) 

Wheat 0.12 
[–] 

Grass 0.005 

P Without the influence of anti-erosion measures 1 [–] 

LS 

Topographic factor with using 
different resolution  (10×10m, 1×1m, 
0.25×0.25) 

Overview 

[–] 

DEM 
10×10m McCool's algorithm [2] [3] 

DEM  
1×1m 

Wischmeier & Smith 
algorithm [5] 
McCool's algorithm [2] [3] 
Govers algorithm [1] 
Nearing algorithm [4] 

DEM 
0.25×0.25m McCool's algorithm [2] [3] 

For the correct determination of soil loss in this small experimental catchment, it was necessary to determine it pre-
cisely within the total area due to the water erosion of the soil. In the first step, the switchboard was determined using 
hydrological analysis in the ArcMap software. The second step was followed by calculating the LS topographic factor 
in the environment of the USLE2D model, where parcel maps and DEM for the selected area served as input values. 
For DEM 1x1m, a comparison of algorithms was performed, namely according to Wischmeier & Smith [5], McCool’s 
algorithm [2] [3], Gover’s algorithm [1], and Nearing’s algorithm [4]. Subsequently, based on unique algorithms, the 
average annual soil loss was calculated using USLE (Table 2, Figure 1).
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Table 2. USLE calculation for Digital Elevation Model (DEM) with resolution 1×1m

Universal Soil Loss Equation - USLE: G = R.K.LS.C.P

G – average annual loss of soil [t.ha–1.year–1] R – rainfall and runoff factor [MJ–1.ha.cm.h–1]

K – soil erodibility factor [t.ha–1.year–1] LS – topographic factor [–]

C – vegetation protection factor [–] P – impact factor of anti–erosion measures [–]

Calculation

Algorithm DEM USLE result Unit

Wischmeier & Smith [5] 1×1m 16.1767 t.ha–1.year–1

McCool [2] [3] 18.3787

Govers [1] 34.6541

Nearing [4] 17.5173

Wischmeier & Smith 
algorithm (1978)

McCool’s algorithm (1987, 
1989)

Govers algorithm (1991) Nearing algorithm (1997)

Figure 1. Graphical representation of USLE calculation results for DEM 1×1m resolution

Within Slovakia, the algorithm for calculating the LS factor according to McCool [2] [3] is mainly used, and therefore 
it was selected for comparisons of the effect of DEM resolution. Using this algorithm, the USLE calculation was per-
formed in DEM 10×10m resolution (Table 3, Figure 2).

Table 3. USLE calculation for Digital Elevation Model (DEM) with resolution 10×10m
Algorithm DEM USLE result Unit

McCool [2] [3] 10×10m 22.1598 t.ha–1.year–1

Figure 2. Graphical representation of USLE calculation results for DEM 10×10m resolution
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Subsequently, the effect of a DEM resolution of 0.25×0.25m was to be compared similarly. However, the interface of 
the USLE2D model was unable to calculate the LS topographic factor in such a high resolution. For this reason, it was 
necessary to calculate the factors L and S individually and numerically calculated according to the equations of the 
chosen algorithm. The results are presented in Table 4 and Figure 3.

Table 4. USLE calculation for Digital Elevation Model (DEM) with resolution 0.25×0.25 m

Algorithm DEM USLE result Unit

McCool [2] [3] 0.25×0.25 m 36.7416 t.ha–1.year–1

    

Figure 3. Graphical representation of USLE calculation results for DEM 0.25x0.25m resolution

Based on the results obtained by USLE and USLE2D in the ArcMap software environment, it was concluded that it 
is not practical to use DEM in too high (0.25×0.25 m), but also in relatively low resolution (10x10m), given the size 
of the river basin, to model the average annual soil loss in a small area. In the case of DEM resolution 0.25×0.25 m, 
the results are overestimated. On the contrary, when using DEM 10x10m, the amount of transported soil was distorted 
because a more complicated relief of the formation of erosive furrows, especially in its middle and upper slopes, was 
not captured. For this pilot basin, modelling water erosion in DEM resolution 1x1m proved suitable. In conclusion, 
it can be stated that the influence of DEM resolution was demonstrated, and the topographic factor LS was also com-
pared, which significantly influenced the calculation of the average annual soil loss.
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Abstract
Flood zones as an output of the hydraulic modelling are projected into maps and serve for emergency planning, flood 
risk analysis and urban planning in areas along rivers. As they constitute an important basis for conceptual deci-
sion-making, flood zones need to be determined with a high degree of accuracy. However, the input data and hydraulic 
calculations suffer from numerous uncertainties which should be taken into account when defining the extent of flood 
zones. The uncertainties are discussed in the paper.

1. Flood zoning in the Czech Republic
In the Czech Republic (CR), flood zones are defined for river floods with the return period N = 5, 20, 100 and 500 years. 
Hydraulic modelling of the corresponding discharges is carried out via appropriate software like HEC-RAS [Brunner 
2016]. The Czech river authority performs the hydraulic modelling and the proposal of flood zones for the mentioned 
flood scenarios. The local authority provides flood zones with geographical identifiers, declare the zones and makes 
them public [Fojtík et al 2022]. Due to possible changes in the hydrological data, flood zones should be periodically 
revised every 5 years. Risk analysis is carried out for flood-prone areas based on the declared flood zones, calculated 
water depths and velocities according to the methodology [Drbal et al 2012].

2. Uncertainties in flood zones

2.1. General considerations
The extent of flood zones may be influenced by hydrological, geometrical, hydraulic and other uncertainties 
[Koivumäki et al 2010], [Bharath, Elshorbagy 2018], [Bales, Wagner 2009], [Brandt et al 2021], [Winter et al 2018], 
[Willis et al 2019]. They arise mostly from incomplete and inaccurate input data. The uncertainties should be carefully 
discussed during data analysis and hydraulic modelling, and when incorporating the results of calculations into the 
flood zones. Due to gaps in the data and the nature of uncertainties, it is usually impossible to express them proba-
bilistically: their quantification can be feasibly achieved via the interval of uncertain variables. Very often they are 
incorporated into the resulting flood zones through the application of an engineering approach and the extending of the 
flood zone by adding a safety margin.

2.2. Hydrological uncertainties
The peak discharges and flood hydrographs are provided by the Czech Hydrometeorological Institute (CHMI) which 
declares that the data are valid for 5 years and may change due to new knowledge, namely in the case of the extension 
of measured hydrological series. Aside from this, the provided data are fraught with inaccuracies in the rating curves at 
gauging stages and due to the interpolation of the data between stations. The CHMI specified the expected error in the 
Czech national standard ČSN 75 1400, which is dedicated to hydrological data on surface water and its uncertainties 
(see Table 1).

Table 1. Expected error according to ČSN 75 1400

Return period

Accuracy class

I II III IV

Expected error [%]

N = 1 – 10 10 20 30 40

N = 20 – 100 15 30 40 60
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2.3. Digital terrain model uncertainties
The digital terrain model is often a combination of the floodplain terrain and the riverbed terrain [Kiczko, Mirosław-
Świątek 2018], [Lim 2018]. The geodetic survey of the riverbed is available as a geodetic survey (profile points) or 
more recently as a sonar survey. The floodplain is available as a point geodetic survey, photometric survey and laser 
scanning (LIDAR) by aircraft or drone. Digital model terrain of the 5th Generation (DMR5G) from LIDAR by aircraft 
is available in the Czech Republic [CUZK 2022]. DMR5G in the place of the river represents part of the river banks 
and part of the water surface due to the inability of the laser to penetrate the water. The accuracy of DMR5G ranges 
from 0.18 m to 0.3 m depending on the vegetation. For the Rusava River, a combination of DMR5G and point geodetic 
survey for the riverbed was used for every variant of the hydraulic model. The most problematic part is the crossing of 
the river banks and the floodplain. These locations need to be addressed with the highest possible precision, as they are 
often the critical point of flood zone occurring.

A difficult source of uncertainty in this context is the possible changes in floodplain morphology and flow with time. 
For example, during a flood event, there is the transport of sediment, movement of floating objects (e.g. silting of bridge 
profiles and culverts) and other similar phenomena.

2.4. Hydraulic modelling
The uncertainties in hydraulic modelling lie in:

• inputs such as hydrological data, the geometry of the channel and the floodplain, structures (weirs, bridges) and 
hydraulic characteristics (roughness, contraction, expansion, etc.),

• the simplifications adopted and the model applied (1D, 2D, steady, unsteady, mesh size, etc.).

2.5. Uncertainties in the interpretation of flood zones
The calculated water levels corresponding to the mentioned flood scenarios are interpreted into the floodplain along 
the stream. The method of projection depends on the model used; usually Geographical Information Systems are 
employed. When unsteady flow models are utilised, the maximum water levels are used for the flood zoning. In the 
case of 1D models, water levels related to individual cross-sections are projected into the floodplain. This brings uncer-
tainties in the direction of the river cross-section and the configuration of the adjacent inundation area, namely if several 
separate flows occur. If 2D models are used, the water levels are taken from the pixels of the 2D mesh. An inaccuracy 
may occur at the edge of the flood zone when an incomplete “filling” of cells occurs and the minor flow propagates to 
cells with an interpolated terrain level.

A study of the Rusava River in the Czech Republic included a comparison of the flood zone extent when taking 
into account four different types of models, namely a combination of steady/unsteady flow simulations with a 1D/2D 
approach. The different models provided significant differences in discharge distribution between the main channel and 
the floodplain, as well as in the extent of flood zones when steady and unsteady flow models were used (Fig. 1). The 
largest flooding corresponds to the 1D steady state model when water levels from river cross sections were projected 
into the floodplain. This creates an outer envelope to all other results obtained from other model types. The lowest 
extent was achieved by the 2D unsteady flow model when a relatively small theoretical flood hydrograph was used.

Figure 1. Comparison of the flood zones resulting from different hydraulic models
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3. Conclusions
The performance of an uncertainty analysis is still not a routine procedure at flood zoning. The current practice is 
to introduce an adequate safety margin, which usually consists of the use of a steady flow model with a discharge 
increased by the expected error according to Table 1. Sometimes current hydraulic data are compared with those from 
historical flood events, if available. The conceptual challenge is the rate of extending the flood zone by adding a safety 
margin, which should be advocated against the wishes and desires of land owners, especially when construction devel-
opment restrictions are declared based on risk zones.
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Abstract
Wind energy is among the fastest growing renewable energy sources, growing 29% in 2008 alone to reach 1.21 GW 
of installed capacity worldwide. Offshore wind energy grew at an even faster rate of 32% in 2008, with Europe alone 
reaching 1.47 MW installed in offshore wind farms. Still, wind energy only accounts for 1.2% of the world’s total 
installed power capacity. The construction of wind farms offshore is significantly more expensive than those onshore. 
The costs of connecting cables to the national power grid and the costs of turbine maintenance are also considerably 
higher. These costs depend to a large extent on the distance from shore and the depth at which the turbines are to be 
located.

Plans to construct wind energy farms in the Polish economic zone are being carried out and are meant to reach the 
total generated capacity of 6 GW by 2030. The plan to achieve this capacity, involves construction of approximately 
430 offshore wind turbines with a unit capacity of 14 MW (ibidem). Poland’s energy policy assumes that the country 
will have 11 GW of capacity from offshore wind turbines by 2040.

Before setting up a wind farm, factors such as wind energy potential, feasibility and operating costs must be evaluated 
in order to avoid investment risks and maximize turbine efficiency. The goal of this paper is to present a comprehensive 
methodology for determination of statistical wind characteristics and wind energy potential. An exemplary calculation 
was performed for a single forecasting point located within the Polish exclusive economic zone, in the vicinity of 
Slupsk shoal. The starting point for such calculations is the determination of a reliable statistical distribution function 
to describe the measured wind speeds. The Weibull distribution function is commonly used in the world, including 
Poland, as the standard method. This distribution is a function characterized by two parameters: shape and scale. The 
scale parameter controls the range, and the shape parameter determines the width of the data distribution. A wider data 
distribution implies a smaller shape parameter and a lower maximum value of the data distribution. Independent of the 
Weibull distribution, the statistical distribution functions were also determined by the maximum likelihood method, 
GEV, lognormal distribution, and compared with the Weibull distribution.

1. Data
Given the large scope of available data, wind data has been acquired from an 11-year period of January 2008-December 
2018. The point for which data has been acquired (marked yellow on the map) is located at 54.99° N, 17.29° E. The 
point is located 27 km away from the coast. The data comes from MESCAN-SURFEX system in UERRA regional 
reanalysis for Europe on single levels from 1961 to 2019, courtesy of Copernicus Climate Change Service 
(https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-uerraa-europe-single-evels?tab=overview). MES-
CAN-SURFEX is a surface analysis system that provides 6-hourly wind speed and wind direction at 10 m above sea 
level, with analysis available each day at 0.00, 6.00, 12.00 at 18.00 UTC. The projection of this model is a Lambert 
conformal conic grid with 1069 × 1069 grid points, with a horizontal resolution of 5.5 km × 5.5 km. 

2. Results and discussion
The mean wind power densities are at their highest in late fall and in winter, with the maximum in December 
(809.96 W/m2). Those values are significantly smaller in the summer period, with the lowest mean power density 
calculated in July (273.92 W/m2), sitting at only about half of the average value (535.71 W/m2). 

The wind climate exhibits substantial variation, with wind speeds in winter months high enough to put the region into 
the “very good” category of wind power classification, while summer months have low enough wind power density 
values to place them below the “fairly good” rating. This particular result is of note as generally, the maintenance of 
wind farms tends to be harder and more expensive during the winter period while the wind farms themselves are also 
the most busy with producing energy during that time.

mailto:P.Szmytkiewicz@ibwpan.gda.pl
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-uerraa-europe-single-evels?tab=overview


48 17th International Symposium on Water Management and Hydraulic Engineering

3. Conclusions
Main conclusions are as follows: 

1. The Weibull distribution is proven to be a very useful tool of estimating wind power potential from available 
numerical or observational data.

2. Among the suggested wind turbine hub height variants, the height of 150 m seems to be close the threshold of 
reaching good efficiency of harvesting energy from wind in marine conditions. 

3. High seasonal variation of wind speeds exists in the region, and the variation is even more exemplified when it 
comes to wind power density values.
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Abstract
The quality of coastal waters depends mainly on the pollution discharged along the tributaries of rivers [1]. The genesis 
of these pollutants is usually associated with the runoff of rainwater from developed agricultural catchments. This may 
be the cause of eutrophication and water hypoxia.

The Baltic Sea is considered to be one of the most polluted seas in the world [2]. One main cause of this condition is 
pollution supplied by rivers. This problem particularly affects areas in the Gulf of Gdańsk, where water exchange is 
impeded. The paper presents mathematical model of eutrophication of the Puck Bay waters which is a part of the Gulf 
of Gdańsk (southern Baltic). This model is based on the solute transport equation with regard to the Monod eutrophi-
cation equations. The inflow of pollutants was assumed point-by-point at the mouth of the main watercourses: Plutnica, 
Gizdepka, Bladzikowski Creek and Reda River. The hydrodynamic conditions in the bay were adopted for several 
scenarios regarding wind force and direction. As a result, the extent of pollution in the area of the Bay of Puck was 
obtained in relation to Natura 2000 – the EU’s protected areas. 

A mathematical model of coastal waters in the area of the Bay of Puck was made. For this purpose, a two-dimensional, 
partial differential, advection-dispersion equation describing the migration of dissolved matter was used in the follow-
ing form [3–5]:

(1)

where: t – time, x,y – space coordinates, h – depth, ux,uy – velocity vector components, ci – concentration of dissolved 
matter of component i, Dxx, Dxy, Dyy – coordinates of the dispersion tensor. The coordinates of the dispersion tensor 
D are defined as follows:

(2)

where n = (nx, ny) is the directional velocity vector:

(3)

Longitudinal DL [m2·s-1] and transverse DT [m2·s-1] coordinates of the dispersion tensor (Eq. (2)) are described by the 
Elder formulas [6].

The term ∑Si,j in equation (1) defines the eutrophication model in the following form [7]:

(4)

mailto:piotr.zima@pg.edu.pl


50 17th International Symposium on Water Management and Hydraulic Engineering

where CT is a cumulative concentration of organic pollutants, CB is the density of bacteria, Cn is the cumulative con-
centration of various nutrients, Ca is the density of algae, CS is the density of detritus and CO2 is the concentration of 
the dissolved oxygen (DO). It is further assumed that the cumulative rate of depletion of CT due to bacteria is given by 
monod type of interaction. As bacteria wholly depend on organic pollutants, the growth rate of bacteria is proportional 
to this monod type interaction term. The depletion rate of bacteria due to natural factors is assumed to be proportional 
to CB while that due to crowding is proportional to CB2. The depletion of nutrients by algae is given by monod type of 
interaction. The growth rate of algae is assumed to be wholly dependent on the nutrient and is therefore proportional 
to this monod type interaction. The natural depletion rate of algae is assumed to be proportional to its density Ca, and 
its depletion rate due to crowding is proportional to Ca2. Since some part of natural depletions of bacteria and algae is 
converted into detritus, the growth rate of detritus is assumed to be proportional to CB and a and its natural depletion 
rate is assumed to be proportional to the density of detritus, CS. We consider that the rate of growth of DO by various 
sources is Csat (assumed a constant) and its natural depletion rate is proportional to its concentration CO2. It is also 
considered that the rate of growth of DO by algae is proportional to density of algae a, and the depletion rate of DO 
caused by eutrophication is proportional to the detritus concentration CS. It is further considered that the depletion of 
DO is proportional to the monod terms (representing growth and depletion of bacteria). All remaining constants were 
taken according to the reaction kinetics.

This equation was solved numerically using the finite volume method [8], and a continuous area of the solution was 
discretized and covered with a mesh of triangular elements (Fig.1). In order to obtain a solution, the distribution of 
surface velocity in the Gulf caused by wind stresses was adopted in accordance with the Ekman model [9]. The inflow 
of pollution was assumed on the edge of the area (as a point), taking into account the multi-year average flow in the 
river and a constant concentration of 100% of CT. 0% was assumed as background in the bay. Sample results for the 
north-west wind (NW – most common in this area) are shown in Fig.1.
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The conducted research has shown that watercourses discharging water from areas adjacent to the Puck Bay have 
a significant impact on the eutrophication of its water. Taking into account the growing pressure of agriculture on the 
environment, an increase in the costs of the mitigation of eutrophic processes in the Baltic Sea is expected. In addition, 
the attractiveness for tourists of the Bay of Puck, which is one of the most popular places for water sports in Poland, 
especially kitesurfing, is decreasing.
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Abstract
In 2020, construction works for the project “Construction of a waterway connecting the Vistula Lagoon with the Gulf 
of Gdańsk” (hereinafter referred to as the Spit Canal) have started at the Vistula Spit in the Nowy Świat district of the 
city of Gdańsk (Fig. 1). The waterway under construction is a connection between the Vistula Lagoon and the Gulf of 
Gdańsk. The first stage involves the construction of a breakwater harbour facing the Gulf of Gdańsk and consisting 
of eastern and western breakwaters, a wave breaker and berthing quays located respectively on the eastern and west-
ern side of the entrance to the ship canal through the Vistula Spit. A lock is currently under construction in the canal 
according to the project. 

Figure 1. Approximate location of the scour (gray stain) near the head of the eastern breakwater (bright lines).  
Satellite image from September 2020

After construction of the eastern breakwater body, gradual seabed scour was observed around its head between Sep-
tember 2021 and February 2022. This paper describes the development of this process over the course of time based 
on systematic bathymetric measurements. To determine the causes of this phenomenon, data on both water levels and 
wave parameters were analysed for this period. These data were compared with corresponding data from the period 
1993-2021 and with the adopted design parameters for water levels and wave heights. In addition, current velocities 
were estimated in the area of the eastern breakwater head during the storm peak on 30 January 2022. Based on these 
analyses, main possible hydro- and lithodynamic scenarios that could lead to the development of scours around the 
eastern breakwater head were determined and are as follows:

1. In the situation when the direction of wave approach to the breakwater is approximately perpendicular, a vortex is 
formed at the breakwater head, which induces scour formation around the structure. The relationship between wave 
parameters, head geometry and vortex characteristics is described by the Keulegan–Carpenter (KC) number:
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where:

UM  –  oscillatory velocity at the sea floor, 
T –  wave period, 
B –  head width.

For KC < 1 a vortex does not occur, for 1 < KC < 12 a moderate vortex develops, for KC > 12 a strong vortex develops. 

For the wave conditions that occurred during the very strong January storms, the calculated Keulegan–Carpenter num-
ber was  KC ≈ 5.

2. The severe storms that occurred between November 2021 and January 2022 were propagating from W and NW 
directions. Under such conditions as well as with the existing spatial arrangement of breakwaters and the exposure 
of the port entrance towards these directions, the water was “pumped” into the port by waves and wind. When the 
water level inside the port is higher than outside, water is discharged outside the port. The water is moved inside 
the port through the surface layers and discharged outside the port through the near-bottom layers. In such a case, 
the resulting near-bottom velocities lead to seabed scour. 
Indirect confirmation of this concept is provided by the differential bathymetric map which shows that erosion 
processes occurred throughout the study area. No sediment accumulation processes were identified inside the port, 
which indicates that bottom sediment is carried outside the port perimeter under such wave conditions. 

3. At the present stage of breakwater construction under storm conditions with high sea levels, waves overtopped 
the body of the structure, mainly in its near-head section, due to the lack of parapet walls. The overtopping water 
increases the level of turbulence in the vicinity of the head resulting in additional sediment transport. However, the 
impact of this phenomenon on the size of scour in the present case is difficult to clearly and quantitatively deter-
mine. It can be assumed that water overtopping is one of the possible additional sources of increased shear stresses 
at the bottom.
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Abstract
This paper describes the sensitivity analysis of an acoustic Doppler velocimeter (ADV) under various flow conditions 
to determine the best configuration for a particular laboratory environment. ADV instruments used for the experiments 
were two Vectrino Profilers calibrated to measure velocity in x, y, and z coordinates in a profiling range of 40–70 mm 
height from the central transducer. Experiments were conducted on a physical model of bridge pier scour placed in 
a rectangular hydraulic flume. The Vectrino Profilers were positioned at the inlet and outlet of the physical model and 
measured in a raster of points defined in the transverse direction and by flow depth (as shown in Figure 1).

Figure 1. Raster of measurement points on the physical model

The parameters of the two Vectrino Profilers that were varied were the Ping algorithm, the Transmit pulse size, and the 
Cell size. Ping algorithm was varied between max interval and adaptive, while cell size and transmit pulse size were 
varied from 1–4 mm (Table 1). A total of 32 experiments were performed with the combination of 2 different flow rates 
as well as 2 flow depths (q1_d1, q1_d2, q2_d1, q2_d2).
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Table 1. Parameters configurations

Configuration Ping algorithm Cell size 
[mm]

Transmit pulse 
size [mm]

C1 max interval 1 1

C2 max interval 1 4

C3 max interval 4 1

C4 max interval 4 4

C5 adaptive 1 1

C6 adaptive 1 4

C7 adaptive 4 1

C8 adaptive 4 4

The effects of each combination of these parameters on the accuracy of the results were evaluated. Data quality was 
based on the signal-to-noise ratio (SNR) and correlation, which can be viewed in real time during the experiment. The 
accuracy of the results was evaluated by comparing the two discharge values – the first was calculated using the flow 
velocities measured in the model (Qcalc), and the second was the adjusted pump discharge measured with the pump 
flow meter (Qpump). The comparison of the results is shown in Figure 2.

Figure 2. Difference between calculated and measured flow rate

As can be seen in Figure 2, configuration C2, the combination of the max-interval ping algorithm, cell size of 1 mm, 
and transmit pulse size of 4 mm, proved to be the most accurate, which is why it is used for the experimental measure-
ments and the verification of the physical model.

The physical model must accurately represent the prototype bridge to obtain reliable flow velocity data. Verification of 
the geometry and scale of the physical model was performed using field ADCP measurements. Comparison between 
the ADCP and ADV velocity measurements was performed on the same cross-sections used for ADV parameter’s cali-
bration. Five vertical velocity profiles across each cross-section were compared (Figure 3).
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Figure 3. ADCP measured velocity (left), ADV measured velocity (right)

Verified physical model will be used to measure flow velocities around the bridge pier protected with riprap for the 
R3PEAT (Remote Real-time Riprap Protection Erosion AssessmenT on large rivers) project.

Keywords: ADV, physical model, Vectrino Profiler, ADV parameters, verification, R3PEAT.
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Abstract
One of the most frequent failure mode of embankment dams is internal erosion. For the simulation of the breaching 
process DL Breach model was used (also implemented into HEC-RAS code). DL Breach is one-dimensional numerical 
1D model containing both hydraulic and transport modules [1].

For the simulation numerous input parameters have to be specified such as inflow hydrograph, reservoir bathymetry, 
hydraulic data (roughness), characteristics of the dam, soil properties (density, porosity, grain size, strength) and erodi-
bility characteristics, etc. Initial conditions are represented by initial reservoir water level H0, characteristics of seepage 
path such as initial pipe diameter d0 and elevation of the pipe outlet Z0. While some of the input values can be specified 
with reasonable accuracy, the other are subject to significant uncertainty. 

To asses an impact of uncertainty of input variables on the resulting breach discharge Q and final breach width B, one at 
a time (OAT) parameter sensitivity analysis was applied. The method consists in repeatedly changing one selected input 
parameter (5 values were set – 0.6, 0.8, 1.0, 1.2 and 1.4 of average value) while the others are fixed. The procedure is 
repeated for all selected uncertain input variables. The simulations were carried out for the parameters of the dam sub-
jected to the field test of the piping dam breach conducted as part of the IMPACT project in Norway in 2004 [2]. From 
the test fixed input values were specified (soil particle density ρb = 2650 kg/m3, bathymetry of the reservoir, dimensions 
of the dam, H0, d0, Z0), the other are subject to significant uncertainty (erodibility kd, cohesion c, critical shear stress 
τc, internal friction angle φ, porotsity p, sediment diameter d50 and roughness n). 

The set of generated variables serve as an input for the deterministic model (DL Breach) providing resulting Q and B 
values. The evaluation of results was carried out by normalizing input variables (horizontal axes in Fig. 1). 

Figure 1. The results of the sensitivity analysis. Influence on the peak discharge (left) and breach width (right)

The sensitivity analysis indicates that resulting Q and B is mostly sensitive to changes in the erodibility coefficient kd 
and the roughness factor according to Manning s n. Fig. 1 shows that the critical shear stress τc, internal friction angle 
φ, porotsity p, sediment diameter d50 doesn’t have any meaningful influence on the final results. For that reason it can 
be selected deterministically.
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Abstract
The modelling of pollution transport processes in open channels requires good knowledge about parameters such as 
hydrodynamic dispersion, advection and decay rates. Such parameters can be determined by dye tests. Number of 
tracer studies have been done on large rivers. In this study the dye test was realized on the local small stream using 
Rhodamine WT fluorescein dye as a tracer. Four tests were carried out in order to obtain longitudinal and transversal 
dispersion. For this purpose, analytical solution of transport dispersion equation was used. The results indicated disper-
sion coefficients DL = 0.065 m2/s (longitudinal) and DPH = 0.0006 m2/s (horizontal transversal).

1. Description of the locality
Dye tests were carried out at the Lipkovsky stream in the north of the Czech Republic. The selected reach of the stream 
was about 63 m long with constant discharge Q = 0.225 m3/s and with average profile velocity v = 0.42 m/s. The 
vertical velocity in the central part of the cross section subject to dye transport was approximately constant counting 
vp = 0.65 m/s. The average water depth was h = 0.21 m, the width of the stream was about 2.6 m. The discharge in the 
stream and also the velocity distribution was determined by hydrometric measurement in two profiles 0 and D (Fig. 1). 

2. Dye tests
To determine transport parameters, four dye tests were carried out. Data about the clouds´ positions and dimensions 
were collected at 6 time instants and related to the profiles 0 – D (Fig. 1). 2 grams of Rhodamine WT dye was applied 
as an instantaneous injection in the centreline of the stream in the profile 0. Approximately elliptical extent of the dye 
cloud in the stream was recorded by the measuring staff at individual instants (Fig. 1). Following data were recorded 
simultaneously during the experiment:

• arrival time of the cloud front in 7 profiles,
• position of the centre of the cloud,
• width of the central part of the cloud,
• position of the cloud end.

Based on the recorded data the isolines characterizing the dye cloud visibility limit were expressed by ellipses for 
6 time instants and four tests. In Figure 1 the results for the tests No. 3 are shown.

3. Backward analysis
In this study the longitudinal dispersion coefficient DL and horizontal transversal dispersion coefficient DPH in the 
stream were quantified by the comparison of the dye extent identified during the dye test and obtained from the calcu-
lation. For the solution, constant water depth and velocity in vertical were assumed at the central section of the stream 
where the dye propagated. The problem was solved as symmetrical according the vertical plane following the axis of 
the stream. Due to the small depth of the stream, ideal mixing along the vertical was taken into account. For the case 
mentioned above the concentration distribution along the stream holds [Holly, Usseglio-Polareta 1984]:

(1)

where MV is the mass of injected dye (here MV = 1 g), vp = 0.65 m/s and h = 0.21 m is the vertical velocity and water 
depth in the central part of the cross section, DL and DPH are coefficients of the longitudinal and horizontal transversal 
dispersion, x, y are coordinates (0,0 corresponds to the injection point) and t is the time. 

For the backward analysis the “no dye” zone was represented by the concentration smaller than 10 – 4 mg/l, which cor-
responds about to 0.1 per mile of peak concentration at the last measured section. From Equation (1) it comes that the 
constant concentration at given time is represented by the ellipse. The comparison of measured and calculated results 
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for the test No. 3 are in Figure 1, the resulting concentration distribution for the times 34 s and 67 s are shown in 3D 
diagram in Figure 2.

Figure 1. The results of the backward analysis (blue ellipses – dye test, red axes of ellipses – calculation)

Figure 2. Resulting concentration distribution obtained from the analytical solution at times 34 s and 67 s

4. Conclusions
In the paper the backward analysis of the dye test in a small stream is carried out using analytical solution. Even if sim-
plifications of the real flow domain and regime were adopted the results show acceptable agreement between observed 
and calculated extents of the dye cloud. The simplified method was based on the comparison of the cloud extent, no 
measurement of concentration was necessary. The concentration distribution may be obtained from the numerical cal-
culations. The dispersion coefficients DL = 0.065 m2/s and DPH = 0.0006 m2/s are within the range of published values 
[Sayre, Chang 1968].
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Abstract
During recent decades the attention is increasingly focusing on the issue of drought. Drought is associated with water 
scarcity and occurs more often in Slovakia like in the past. Drought is one of the many extremes that are caused by 
climate change. Using various climate scenarios is possible to predict the future development of minimum discharge 
characteristics affected by climate change and anthropogenic influences. The present study used two regional climate 
scenarios: the Dutch KNMI and the German MPI, to detect the future changes in low flow characteristics in the eight 
River basins of Slovakia. 

The research area is the territory of the Slovak Republic, where following River basins with these gauging stations 
(Fig. 1), i.e. Myjava – Jablonica (No. 5022), Váh – Liptovský Mikuláš (No. 5550), Turiec – Martin (No. 6130), Nitra 
– Nitrianska Streda (No. 6730), Hron – Banská Bystrica (No. 7160), Poprad – Chmeľnica (No. 8320), Laborec – 
Humenné (No. 9230), and Topľa – Hanušovce nad Topľou (No. 9500).

The available data were observed data from gauging stations (OBS) from 1981 to 2010. Modelled data created by 
the Department of Water Management of the Slovak University of Technology in Bratislava using the rainfall-runoff 
HBV model (MODEL HBV) were simulated for the period 1981–2010. The input to the HBV model was actual (real) 
precipitation and total temperature. Parameters from the model calibration were also used for simulated data according 
to both climatic scenarios (KNMI and MPI) from 1981 to 2100. All data were in the form of daily discharges.

Figure 1. Location of the selected gauging stations in Slovakia

The program The Indicators of hydrologic Alteration (IHA) was used to calculate hydrological statistics to assess the 
degree of hydrological change. The program outputs consist of 67 parameters, which are available in graphical or 
tabular form. Analyzes were performed by nonparametric statistics at the level of the hydrological year. The analyzed 
period was from 1981 to 2100 and was divided into four 30-year periods. The analyzed characteristics of the minimum 
discharges are the occurrence of the minimum discharges, baseflow index, and 7- to 90-day minimum discharges. 

First, the occurrence of the minimum discharge can be seen in Table 1a for the KNMI climate scenario data and 
Table 1b for the MPI climate scenario data. All the gauging stations generally have the occurrence of the minimum dis-
charge between September and March. For the simulated data according to the KNMI climate scenario, the shift of the 
occurrence of the minimum discharge is in October by 2100. For the simulated data according to the MPI climate sce-
nario, the occurrence of the minimum discharge is in October and November by 2100.
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Table 1a. Summary of the occurrence of the minimum discharge for the simulated data according to the 
KNMI climate scenario

ID River Gauging 
station

OBS MODEL 
HBV KNMI KNMI KNMI KNMI

1981–2010 2011–2040 2041–2070 2071–2100

5022 Myjava Jablonica September November November October November October

5550 Váh Liptovský 
Mikuláš February February March February December November

6130 Turiec Martin October November November October October August

6730 Nitra Nitrianska 
Streda September November October October November October

7160 Hron Banská 
Bystrica November January November November November October

8320 Poprad Chmeľnica January January January November November October

9230 Laborec Humenné September November November November November October

9500 Topľa
Hanušovce 
nad 
Topľou

October January January November November October

Table 1b. Summary of the occurrence of the minimum discharge for the simulated data according to the 
MPI climate scenario

ID River Gauging 
station

OBS MODEL 
HBV MPI MPI MPI MPI

1981–2010 2011–2040 2041–2070 2071–2100

5022 Myjava Jablonica September November November November October November

5550 Váh Liptovský 
Mikuláš February February March March February February

6130 Turiec Martin October November November November November October

6730 Nitra Nitrianska 
Streda September November November November November October

7160 Hron Banská 
Bystrica November January December November November October

8320 Poprad Chmeľnica January January January December November November

9230 Laborec Humenné September November November November November November

9500 Topľa
Hanušovce 

nad 
Topľou

October January January January November November

The results of the baseflow index (Table 2) indicate that for the Váh – Liptovský Mikuláš (No. 5550) gauging station, 
the increase of the baseflow index for the future. The growth is also visible for the Poprad – Chmeľnica (No. 8320) and 
Topľa – Hanušovce nad Topľou (No. 9500) gauging stations. These basins are in mountain areas and have dominant 
low flows in the winter months. Other gauging stations are characterized by decreasing values of the baseflow index.

Table 2. The results of the baseflow index development by 2100 in selected gauging stations

ID River Gauging 
station

OBS MODEL 
HBV KNMI MPI KNMI MPI KNMI MPI KNMI MPI

1981–2010 2011–2040 2041–2070 2071–2100

[-]

5022 Myjava Jablonica 0.26 0.17 0.12 0.15 0.14 0.13 0.11 0.13 0.10 0.10
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5550 Váh Liptovský 
Mikuláš 0.34 0.42 0.40 0.37 0.46 0.38 0.48 0.45 0.48 0.47

6130 Turiec Martin 0.40 0.38 0.36 0.37 0.34 0.35 0.32 0.37 0.28 0.29

6730 Nitra Nitrianska 
Streda 0.32 0.30 0.24 0.29 0.23 0.24 0.21 0.23 0.18 0.21

7160 Hron Banská 
Bystrica 0.33 0.33 0.35 0.35 0.32 0.32 0.30 0.32 0.28 0.29

8320 Poprad Chmeľnica 0.25 0.24 0.24 0.20 0.25 0.24 0.29 0.33 0.28 0.30

9230 Laborec Humenné 0.14 0.20 0.17 0.18 0.16 0.17 0.14 0.17 0.11 0.12

9500 Topľa
Hanušovce 

nad 
Topľou

0.22 0.30 0.23 0.25 0.26 0.26 0.25 0.27 0.21 0.24

The analysis of the 7-day minimum discharges in selected Slovak River basins does not show extreme future changes. 
The most significant increase in the 7-day minimum discharge is recorded in the Váh – Liptovský Mikuláš (No. 5550) 
gauging station for the simulated data according to both climate scenarios.

The 90-day minimum discharges demonstrate more extensive changes according to both climate scenarios by 2100. 
The most significant decrease in the values of the 90-day minimum discharges in the future can be seen in the Myjava 
– Jablonica (No. 5022) and Laborec – Humenné (No. 9230) gauging stations. Data from the Váh – Liptovský Mikuláš 
(No. 5550) gauging station show increased values of the 90-day minimum discharge.

Finally, we can conclude that the highest changes in low flows are registered for the Váh – Liptovský Mikuláš (No. 
5550) gauging station by 2100. This River basin may be affected by its location, in the north of Slovakia, where the 
upper part lies in the high mountain areas of the High and Low Tatras region, where the snow regime is dominant. The 
Hron – Banská Bystrica (No. 7160) gauging station has similar conditions. A decrease in the investigated hydrological 
characteristics applies to selected gauging stations. Analyzes have shown that drought will be a more significant prob-
lem for the territory of Slovakia in the lowlands in the west and east of the country.
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Abstract
Nowadays, the consequences of climate change are becoming more visible and almost impossible to ignore. Climate 
change has a significant influence on the slope stability of the existing infrastructure. Exposed to atmospheric perturba-
tions such as higher temperature and rainfall, they can become unstable with deformation, cracking, water infiltration, 
shallow (local) sliding and erosion.

In general, the cut-slope design is not taking into account the phenomenon of soil-atmospheric interaction. In practice, 
there are a lot of examples where the erosion and local instabilities with time escalate into global instabilities that even-
tually cause a collapse of the slope. To overcome these problems, it is necessary to take adequate measures to improve 
the erosion resistance on the slopes by using naturally-based solutions, hence in this case the biopolymer solution. In 
geotechnical engineering worldwide, natural polymer compounds are used to improve and stabilize the soil. The natu-
ral enhancers to some extent improve the soil mechanical and hydrological properties. Hence, the natural biopolymer 
solutions form a solid gel matrix with a strong bond with the soil grains and also fill the soil pores, which produce high 
resistance to deformation, cracking and erosion as well they restrict the surface water infiltration into the soil. This meas-
ure can be enhanced by using vegetation which will provide long-term protection.

This paper presents a study where the effects of the biopolymer solution are investigated through a series of laboratory 
tests. A concentration of 1.0% of the Xanthan gum compound was used on a sample of silty sand soil. In the first test 
phase, the material was characterized through the standard classification tests, after which the strength parameters and 
water permeability were determined. The soil strength was obtained through the Uniaxial compressive test and Direct 
shear test. Hence, the measured strength of the treated samples on the 1st day was 257 kPa but due to the curing of the 
admix an increase of 1744 kPa was reached on the 28th day. Thus if compared to the strength of the untreated sample 
which was 435 kPa, the biopolymer additive seems to be responsible for a 4.6 times increase in strength. The Oedom-
eter test was used to determine the compressive modulus of the treated sample which for the pressure of 240 kPa was 
4648 kPa, in contrast to the value of 2945 kPa of the untreated soil sample, or an increase of 1.6 times. The coefficient 
of water permeability of the treated soil is 2.20 × 10–6 m/s, while of the natural soil is 3.47 × 10–7 m/s. 

In the second test phase, an experimental investigation on a small-scale model was performed, where a 1:1.5 slope had 
been exposed to 10 l/h rainfall in 180 minutes. The test results showed that the biopolymer solution reacted very well 
with the soil particles creating a surface crust, stabilizing the particles, had restricted the water infiltration, thus proving 
that the biopolymer solution admixes offers higher resistance to erosion. The amount of eroded soil in the untreated 
sample was 1900 gr/m2 or 9.5% loss of the soil content while the biopolymer-treated sample had almost zero loss of the 
soil content which is depicted in Figure 1. 

Finally, it can be concluded that naturally-based solutions, such as biopolymers, offer an efficient, environmental-
ly-friendly and economically viable engineering solution for surface stabilization of the soil slopes. This study will 
continue in the next period with the third test phase where the methodology and efficiency of the biopolymer solution 
will be proved in in-situ conditions on infrastructure cut-slopes.
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a) b)

Figure 1. Slope erosion of a) biopolymer-treated and b) untreated soil after 180 minutes of rainfall exposure

Keywords: slope stability, erosion resistance, biopolymer binder, xanthan gum, experimental study. 
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Abstract
Gdansk is located in the North of Poland in the Vistula River mouth. The west part of the city is situated on a moraine 
hills up to 180 m a.s.l. The east part of the city is a depression land of the Vistula Delta Plain. Such a location of the city 
results in the changeability of meteorological conditions, among which precipitation is the most important.

Gdansk has a separate sewage system. For this reason, almost 30 years ago, the management of these systems was 
separated. The company Gdansk Water is responsible for the municipal rainwater management system. 

The first rain gauge and a water level sensor were installed in 2001. After a few months in July, Gdansk experienced 
the largest rainfall flood due to losses (main rainfall about 6 hours with daily sum of rainfall of about 130 mm). Such 
an event occurred again in July 2016 (main rainfall about 8 hours with daily sums of rain up to 170 mm). Since 
2001, Gdansk has built or modernized over 50 retention reservoirs with a total retention volume of approximately 
800,000 cubic meters. Therefore, in 2016 the losses caused by the precipitation flood were much lower compared to 
2001. (Szpakowski, Szydłowski 2017 and 2018a) 

The longest rain data in Gdańsk is collected by the IMGW-PIB (National Meteorological and Water Management 
Institute-Polish Scientific Institute) near the Gdansk Lech Walesa Airport located in the Rebiechowo district. Basing 
this data, probably daily sum of rainfall were established (Szpakowski, Szydłowski 2018b). But the Climate change has 
shown the need for accurate measurements both of meteorological elements in the different parts of the Gdansk city 
and the knowledge of current water levels. 

Several rain gauges were built until 2007. Later, as a result of cooperation between the city of Gdansk and the Gdańsk 
University of Technology, measurement of the Strzyza stream catchment area was performed, which allowed for 
a detailed analysis of the rainfall-runoff processes in this catchment area. The largest increase in the system with rainfall 
sensors (and other meteorological parameters) and water level sensors took place in 2017. Currently, there are 26 mete-
orological sensors (mainly precipitation) and almost 80 water level sensors (retention reservoirs, streams, ditches and 
rainwater sewage system) located in the city. The neighbouring communes (Gdynia, Sopot) and municipal companies 
from outside Gdańsk join the system with their sensors. Such activities made this measurement system the largest local 
meteorological system in Poland (Fig. 1).

The system is used in various ways. It is used to optimize crisis management in municipalities. Up-to-date information 
on precipitation allows you to select districts in which the intervention of emergency services will be necessary. The 
system allows for the analysis of the catchment response to various precipitation patterns. As a result of these activities, 
various activities are carried out to improve safety in the catchments. Based on the collected rainfall data, it will be 
possible to establish and update local rainfall formulas.

An important advantage of the system is the cooperation of the municipality of Gdansk (the Gdansk Water company) 
with scientific units – the main one with the Gdańsk University of Technology. As a result of cooperation, scientific 
publications and technical expertise are created. The most important publications concern the analysis of rainfall phe-
nomena, rainfall-runoff analysis in Gdansk catchments, and aspects related to the quality of surface waters. In recent 
years, important publications related to the implementation of the nature based solution policy in Gdansk have been 
published, in this issue Gdansk is also a leader in Poland (Kasprzyk M. et all 2022).
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Figure 1. Localisation of the sensors of meteorological and hydrological monitoring system  
(source: https://pomiary.gdanskiewody.pl/map)

The Gdansk Water company deals mainly with the management of rainwater and snowmelt in the city of Gdansk. 
Precipitation is analysed on an annual basis (monthly totals). Since 2018, days with precipitation above 10 mm that 
occurred in the warm half-year (May–October) have been analysed in detail. For such episodes, the type of rainfall 
was determined using the Chomicz scale. The maximum rainfall intensity for 10 minutes to 24 hours is also analysed.

In recent years, short episodes lasting up to 120 minutes have definitely dominated in Gdansk. Temporary rainfall dur-
ing such events could exceed 25 mm in 10 minutes or 45 mm in 30 minutes and caused perturbations in the operation 
of the city infrastructure in selected city districts. 

Keywords: monitoring system, rainwater management, rain gauge, crisis management; flash floods, torrential rain.
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Abstract
The increasing water demands as well as unfavourable climate changes in the past decades have led to increased pres-
sure to existing water resources systems worldwide and in our country. The priority is to maintain, manage and upgrade 
the existing water resources systems so they can successfully match the increased water demand for various purposes. 

In the following paper, acknowledgments are commented obtained from simulation analysis of complex water 
resources system of cascade type, composed of existing two dams with reservoirs and planned water resources system 
with single dam and reservoir, as upgrade of the existing system, by application of simulation models. The input data 
are recorded hydrology time series of discharge for a period of 40 years, considered as sufficient amount of data to 
carry out reliable simulation analysis. In addition, the available data for the water demand are taken into consideration 
within the analysis. 

Primary purpose of the existing two-reservoir water resources system is matching the water demand for water supply 
of the population and irrigation needs. In order to assess the state and capacity of the existing cascade water resources 
system, firstly, is prepared simulation model for such purpose. Based on the accomplished simulation experiment for 
the existing water resources system, another simulation model is prepared including the planned single water resources 
system. Namely, the simulation modeling and analysis run are carried out for both water resources systems – the 
existing and planned. The simulation models are prepared with application of HEC ResSim software, released by the 
USACE Army Corps of Engineers.

Keywords: complex water resources systems, simulation models, water demand, HEC ResSim.

1. Introduction
Scarcity of fresh water throughout the world as well as in RN Macedonia demands complex planning and management 
of available water resources. Mathematical models are created in order to comprehend the behaviour of complex water 
resources systems under different hydrology input as well as different operation policies applied to the system. Such 
analyses are done by simulation models, type of mathematical models that reproduce the behaviour of the system under 
certain hydrological input (inflows) and physical parameters of the system (1). Simulation model is a mathematical 
replica of the original system, describing the system with logical relations and mathematical equations (1). Namely, the 
model calculates output results of the system using the balance equation, having in consideration the input hydrographs, 
physical limitations of the system and the operation rules. The convenience of simulation models is the possibility of 
applying different input parameters, physical parameters or operation rules, and analysing the response of the system 
without implementing them on the real system, i.e. the simulation model is a simplified replica of the original system. 
Simulation models have been developed since mid 90’s and are improved by the day – alongside digital technology 
development. Many software are available for the purpose of water resources simulation and analysis, such as MIT-
SIM, WEAP, HEC ResSim, RIBASIM. 

With application of simulation models, two different alternatives are analysed within the paper. The first alternative 
comprises of hydro system ‘Lipkovo’ and ‘Glaznja’, located in the north of RN Macedonia on river Lipkovska, north 
from the city of Kumanovo. The main purpose of this cascade hydro system is water supply for the city of Kumanovo 
and water for irrigation needs

The second alternative comprises of the hydro system ‘Lipkovo’ and ‘Glaznja’ upgraded with hydro system ‘Slup-
chanka’ wherefrom water is diverted to ‘Lipkovo’ in order to improve its water balance.

The goal of the analyses is to overview the capacity of the hydro system ‘Lipkovo’ and ‘Glaznja’, and the necessity of 
including hydro system ‘Slupchanka’ in order to fully suffice water needs in this region.
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The first alternative represents the current state of the hydro system since ‘Lipkovo’ and ‘Glaznja’ are in operation, 
whereas ‘Slupchanka’ is in the process of commencement of the construction.

2. Case study
The analysed hydro systems are located in the north of RN Macedonia, close to the city of Kumanovo.

The hydro system ‘Lipkovo’ is comprised of two reservoirs with dams ‘Lipkovo’ and ‘Glaznja’ on river Lipkovska 
(Fig. 1). This configuration is alternative 1. ‘Lipkovo’ dam was built in 1958 as the downstream dam, whereas ‘Glaznja’ 
is located 5km upstream from ‘Lipkovo’ dam, built in 1972.

Figure 1. Layout of the cascade system ‘Lipkovo’

‘Lipkovo’ dam is concrete arch dam 40m high from the lowest point in the central cross section (Fig. 2), closing a res-
ervoir with total volume capacity of 2,25  106 m3. The normal operating water level in the reservoir is 478 masl, 
whereas the minimal operating water level is 468 masl. Water from ‘Lipkovo’ reservoir is used for water supply of the 
city of Kumanovo (approximately 200 l/s throughout the whole year), as well as irrigation of agricultural fields in total 
area of 2754 ha (currently 1300 ha are being actively irrigated).

Figure 2. Layout and typical cross section of the arch dam ‘Lipkovo’

‘Glaznja’ dam is the highest concrete arch dam in RN Macedonia, 80m high, built 5km upstream from ‘Lipkovo’ res-
ervoir (Fig. 3). ‘Glaznja’ reservoir has total volume capacity of 22×106 m3 (×10 times larger than ‘Lipkovo’ reservoir) 
where the main water management is conducted for this hydro system. The normal operating water level in the reser-
voir is 588 masl, whereas the minimal operating water level is 547,6 masl. Water from this reservoir is directly released 
into ‘Lipkovska’ river i.e. in the downstream ‘Lipkovo’ reservoir.

The hydro system ‘Lipkovo – Slupchanka’ is comprised of the previously described and built dams with reservoirs 
‘Lipkovo’ and ‘Glaznja’, upgraded with dam and reservoir ‘Slupchanka’. Water from ‘Slupchanka’ reservoir will be 
diverted to ‘Lipkovo’ reservoir in order to improve its water balance and provide more reliable water supply flow  
(Fig. 4). This configuration, is hereafter, alternative 2. The connection between ‘Slupchanka’ and ‘Lipkovo’ is a pipe-
line. This pipeline is modelled as a ‘diverted outlet’ with assigned release of 0,2 m3/s at all times during the simulation 
analysis, hence, other physical characteristics of the pipeline are not of paramount importance to the model.

‘Slupchanka’ dam is located approximately 2 km upstream from the village ‘Slupchane’ – village in the region of 
Kumanovo city (Fig. 5). The dam is at stage of construction commencement, by prepared technical documentation at 
level of Basic Design, and it is planned as a concrete face rockfill dam, with height of 54m (2). The topographic curves 
for dam Slupchanka are displayed on Fig. 6. 
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 Figure 3. Layout and typical cross section of the arch dam ‘Glaznja’

Figure 4. Layout of the cascade system ‘Lipkovo – Slupchanka’

Figure 5. Location of ‘Slupchanka’ dam (2)

The normal operating level in the reservoir is 491 masl, and the minimal operating level is 468 masl. Total reservoir 
volume capacity is 2,89×106 m3.

Figure 6. Topographic curves for reservoir ‘Slupchanka’ (2)
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3. Simulation model 
Simulation model is applied to perform the analyses of the complex water resources system. More precisely, the model 
was created by HEC ResSim software, that offers the possibilities for simulation analysis of complex water resources 
systems. The software consists of three basic modules: (1) Watershed setup, (2) Reservoir network, and (3) Simulation 
module (3). In the first module, the model is set up and relationships between the elements is defined. In the second 
module, physical parameters of the elements and operation rules for the whole systems are defined. In the third, defined 
configurations are called upon and analyses are conducted, with an overview of the results (4).

Two simulation models are analysed. Alternative 1 is comprised of ‘Lipkovo’ and ‘Glaznja’ reservoirs, whereas alter-
native 2 is comprised of ‘Lipkovo’, ‘Glaznja’ and ‘Slupchanka’ reservoirs.

 Figure 7. Display of schematics for simulation models for alternative 1 (left) and alternative 2 (right)

As input parameters, gauged flow hydrographs of Lipkovska and Slupchanka river are entered. Both hydrographs are 
over 40-years long (measured data from 1961 to 2000) and are used with the presumtion that in future similar dry and 
wet periods will repeat – as gauged in the 40-year timeline. Reservoir parameters are defined through Volume-Surface 
curves, whereas physical parameters of the apprutenant structures are entered through their maximal capacity curves. 
The time step of simulation run is 1 Day, common for analyses of this type.

 Figure 8. Hydrographs of inflow at ‘Glaznja’ and ‘Slupchanka’ reservoirs

Water supply and irrigation needs are entered as average monthly needs, derived from reference data (5).

Table 1. Monthly water needs for the city of Kumanovo
Q a v e r 
[m3/s]

January February March April May June July August September October November December 

0.260 0.220 0.230 0.230 0.250 0.260 0.270 0.260 0.240 0.230 0.220 0.200
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Table 2. Monthly irrigation needs.
Qaver 
[m3/s]

January February March April May June July August September October November December 
0.000 0.000 0.290 0.290 0.290 0.290 0.290 0.290 0.000 0.000 0.000 0.000

In HEC ResSim it is mandatory to divide the reservoir in different zones. Each zone has its one, specific characteristics 
and rules that apply only for the zone itself. When creating a basic model, three zones are automatically generated: (1) 
Flood Control zone, (2) Conservation zone, and (3) Inactive zone. Flood control zone is normally the zone above nor-
mal operating water level, when the elevation in the reservoir rises above the normal level and spills out. Conservation 
zone is the zone where all operation rules are applied, such as rules for irrigation, water supply or whatever the purpose 
of the reservoir is. Basically, the volume of water in the conservation zone is the avaialble water, that will be managed. 
Conservation zone is located between Flood control and the Inactive zone. Below the Inactive zone no rules can be 
applied since this water levels are considered to be below the physical capacities of the outflow structures. In Table 3, 
all three different zones and elevations for each reservoir is shown, as modelled in both alternatives.

Table 3. Definition of elevatios for zones at the reservoirs for alternative 1 and 2

Reservoir / Zone [masl] Glaznja Lipkovo Slupchanka

Flood control 590,00 482,80 495,00

Conservation 588,00 481,00 493,00

Inactive 547,60 468,00 468,00

4. Results and discussions
Two models are prepared for the capacity analyses, one for alternative 1 and second for alternative 2. Results on reser-
voir water level fluctuation and delivered water is commented as follows.

4.1. Alternative 1 – hydro system ‘Lipkovo’
For alternative 1, a simulation run was carried out for hydro system ‘Lipkovo’ comprised of both ‘Lipkovo’ as down-
stream and ‘Glaznja’ as upstream reservoir, for a simulation period from 1961 to 2000. The main purpose of this hydro 
system is delivering water quantities for water supply for the city of Kumanovo and for irrigation of the region. By 
analysing the output results for alternative 1, it can be noticed significant oscilation of the water level for reservoir 
Glaznja (Fig. 9), especially in the period of low water from 1988–-1996. There is also variation of the input flow and 
output flow from the Glaznja reservoir (Fig. 10), acording to overall reservoir capcacity. The average controlled release 
towards ‘Lipkovo’ reservoir is Qaver=1,1 m3/s. 

Figure 9. Water level fluctuations in ‘Glaznja’ reservoir during the analyses period, for alternative 1

By analysing the output results for alternative 1 in case of Lipkovo reservoir, there is some oscilation of the water 
level (Fig. 11) typical for the period of low water from 1988-1996. There is also variation of the input flow and output 
flow from the Lipkovo reservoir (Fig. 12), acording to overall reservoir capcacity. The average controlled release from 
Lipkovo reservoir is 1,09 m3/s – much of which is due to spillway overflow.
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Figure 10. Inflow and outflow hydrographs for ‘Glaznja’ reservoir

Figure 11. Water level fluctuations in ‘Lipkovo’ reservoirs during the analyses period, for alternative 1

Figure 12. Inflow and outflow hydrographs for ‘Lipkovo’ reservoir

On Fig. 13 are displayed output values from reservoir Lipkovo for water supply, irrigation and environmental dis-
charge, as well and spillway overflow. The environmental flow in the operation scenario is set as priority and it is 
matched during the full analysis period. The water supply and irrigation discharge are mainly matching the specified 
water demands. However, there is overflow from reservoir Lipkovo, that is minimized by the applied operation policy. 

According to the results, with average release of 1,1 m3/s from ‘Glaznja’ reservoir and set tandem operation with 
‘Lipkovo’, covering the target water needs is in range between 69% (January) to 100% for most of the other period 
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during the year (Figure 14, left), whereas 88% to 95% of the irrigation needs are covered during the vegetation period 
with this operation policy (Figure 14, right). Both water supply as primary, and irrigation as secondary water purposes 
are meeting the specified water demands according to the output results from alternative 1. It should be noted that the 
analyses are conducted with water needs for irrigation taken into consideration as average delivered water dervied from 
10-years long recorded data. The current irrigated fields using water from this hydro system are approximately 50% of 
the planned agricultural land for irrigation.

 Figure 13. Releases from ‘Lipkovo’ reservoir for water supply, irrigation, (upper left), spillway release (upper right) and 
environmental flow (bottom) during the whole simulation period for alternative 1

Figure 14. Water demands and delivered water in m3/s for water supply (left) and irrigation (right), results from alternative 1
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4.2. Alternative 2 – hydro system ‘Lipkovo’ with ‘Slupchanka’
As planned in the Water master plan from 1973, as addition to the ‘Lipkovo’ hydro system another dam with reservoir 
is planned – hydro system ‘Slupchanka’. The following alternative – alternative 2 is an upgraded alternative. The 
main purpose of ‘Slupchanka’ hydro system is to improve water balance of the ‘Lipkovo’ hydro system and provide 
water when increased demands of water – for both irrigation and water supply. For alternative 2, a simulation run was 
conducted for hydro system ‘Lipkovo’ and ‘Slupchanka’ comprised of both ‘Lipkovo’ as downstream and ‘Glaznja’ 
as upstream reservoir, as well as ‘Slupchanka’ reservoir with water deviation to ‘Lipkovo’ reservoir, for a simulation 
period from 1961 to 2000. ‘Slupchanka’ reservoir is located on a different watershed than ‘Lipkovo’ and ‘Glaznja’, and 
water from this hydro system is planned to be deviated to ‘Lipkovo’ reservoir through a deviation canal, with approx-
imately 0,2 m3/s of water to be transferred to ‘Lipkovo’ reservoir.

By analysing the output results for alternative 2, it can be noticed significant oscilation of the water level for reservoir 
Slupchanka (Fig. 15), specially in the low water periods from 1988–1996, where the water level is approximaltey at 
elevation of dead storage. On average, according to the applied operation policies and tandem operation of all reser-
voirs, a discharge of 0,17 m3/s is conveyed to reservoir ‘Lipkovo’ reservoir ‘Slupchanka’ through the water conveyor 
(Fig. 16). Controlled release from ‘Lipkovo’ reservoir is increased compared to alternative 1, to 1,23 m3/s. The average 
controlled release from ‘Glaznja’ remains the same as in alternative 1, by value of 1,10 m3/s.

Figure 15. Water level fluctuations in ‘Slupchanka’ reservoir during the analyses period, for alternative 2

Figure 16. Intake flow through the water conveyor from ‘Slupchanka’ to ‘Lipkovo’ reservoir

By analysing the output results for alternative 2 in case of Lipkovo reservoir, there is similar oscilation of the water 
level (Fig. 17) as in alternative 1, with increased spillway flow. There is also variation of the input flow and output 
flow from the Lipkovo reservoir (Fig. 18), acording to overall reservoir capcacity. The average controlled release from 
Lipkovo reservoir is 1,09 m3/s – much of which is due to spillway overflow.
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On Fig. 18 are displayed output values from reservoir ‘Lipkovo’ for water supply, irrigation and environmental dis-
charge, as well and spillway overflow. The environmental flow in the operation scenario is set as priority and it is 
matched during the full analysis period. 

Figure 17. Water level fluctuations in ‘Lipkovo’ reservoir during the analyses period, for alternative 2

  

Figure 18. Releases from ‘Lipkovo’ reservoir for water supply, irrigation, (upper left), spillway release (upper right) and 
environmental flow (bottom) during the whole simulation period for alternative 2

According to the results, with average release of 1,1 m3/s from ‘Glaznja’ reservoir and 0,17 m3/s from ‘Slupchanka’ 
including a tandem operation with ‘Lipkovo’, almost every month during the analyzed period covering the target 
water needs in range between 68% (January) to 100% for most of the other period during the year (Figure 19, left), 
whereas 85% to 89% of the irrigation needs are covered during the vegetation period with this operation policy (Figure 
19, right). Both water supply as primary, and irrigation as secondary water purposes are meeting the specified water 
demands according to the output results from alternative 2. From Figure 18 (right) it can be noted that there is increase 
in spillway release from ‘Lipkovo’ reservoir which is due to the incresed inflow from ‘Slupchanka’ – approximately 
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0,500 m3/s. These quantities of water can be counted on for future planning of expansion of the water supply and the 
irrigation system.

 Figure 19. Water demands and delivered m3/s for water supply (left) and irrigation (right) for alternative 2

5. Conclusion
With application of simulation models, two alternatives are analysed for ‘Lipkovo’ hydro system – alternative 1 (exist-
ing state with Glaznja and Lipkovo reservoirs) and alternative 2 – hydro system Lipkovo’ upgraded with ‘Slupchanka’ 
hydro system. The main purpose of the analyses is to assess the reservoirs capacity and matching of the water demands 
for water supply of Kumanovo city and irrigation of the Kumanovo region, for input flow hydrographs for period of 
40 years of measured data. 

According to the output results from the analyses, the following conclusions can be derived:

1. The current state of the operation of hydro system ‘Lipkovo’ (reservoirs ‘Glaznja’ and ‘Lipkovo’), modelled as 
alternative 1 in HEC ResSim, can suffice at great scale both water supply and irrigation needs in the Kumanovo 
region, covering the target water needs in range between 69% (January) to 100% for most of the other period dur-
ing the year, whereas 88% to 95% of the irrigation needs are covered during the vegetation period with the adopted 
operation policy.

2. For both alternatives, irrigation needs are derived from a longer period of recorded delivered water quantities to 
Kumanovo from ‘Lipkovo’ hydro system, differencing every month – as expected, higher during the summer 
period, and lower during the winter period. These quantities account for 1300 ha of land – approximately 50% of 
the planned agricultural land to be irrigated with this hydro system. This means that in future, shall agricultural 
land increase, water needs will also increase compared to the current available data for this water user. On the other 
hand, water supply needs for Kumanovo region are approximately 0,2 m3/s. 

3. All reservoirs are modelled using the ‘tandem operation’ rule which forces upstream reservoirs to provide sufficient 
water quantity for the downstream reservoirs’ accommodation of needs. This is a real representative of the cur-
rent state of operation with the system, where water releases from ‘Lipkovo’ reservoir is much regulated through 
the 10-times-larger ‘Glaznja’ reservoir. Such operation rule, set in HEC ResSim applies for cascade reservoirs’ 
management.

4. Since ‘Lipkovo’ is a much smaller reservoir compared to ‘Glaznja’, there is quite some water flow overflowing the 
spillway. On average, for alternative 1 this quantities are 0,38 m3/s and 0,50 m3/s for alternative 2. These quantities 
of water can be accounted for future planning of development of the hydro systems – whether for increasing water 
supply, irrigation of agricultural fields, or adding a hydro power plant to harvest the potential energy of water.

5. According to the results, with average release of 1,1 m3/s from ‘Glaznja’ reservoir and 0,17 m3/s from ‘Slupchanka’ 
including a tandem operation with ‘Lipkovo’, almost every month during the analyzed period covering the tar-
get water suplpy needs is in range between 68% (January) to 100% for most of the other period during the year, 
whereas 85% to 89% of the irrigation needs are covered during the vegetation period with the adopted operation 
policy in alter. 2.

6. By inclusion of the hydro system ‘Slupchanka’ in the existing hydro system ‘Lipkovo’, an improved management 
is achieved. Namely, there is possibility for more flexible management of the hydro system ‘Lipkovo’, especially 
in critical periods of low water such as the period from 1998–1996 in the analysed timeline.
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Abstract
The white-capping parameter plays a crucial role in wave numerical models for wind wave growth and dissipation. 
Despite the importance and physical nature of the white-capping parameter, this source term is often considered a cali-
bration parameter. This paper discusses the influence of resolution settings on the calibrated white-capping parameter 
in complex coastal areas, such as the eastern Adriatic coast. The SWAN model is forced with the MEDSEA reanalysis 
wave data on the open boundary and the ECMWF reanalysis wind grid data on the entire domain. This paper provides 
good initial guess values for resolution settings in limited fetch domains, while keeping the computational costs low. 

Keywords: white-capping, surrogate model optimization, SWAN, numerical modelling, complex coastal areas.

1. Introduction 
Long-term wave climate data are critical to ensure sustainable coastal structure design [1], morphodynamics studies 
[2], or to force regional nearshore wave numerical models [3], etc. A long time series of significant wave height is crit-
ical for providing confident wave forecasting, (e.g. to define the return period of significant wave height) [4]. Because 
in-situ wave observations are mostly limited to occasional campaigns in most regions due to operational costs [3, 5], 
numerical simulations are used to provide a long-term wave hindcast [6, 7]. Numerical wave models are a great tool 
for studying waves, because they enable the extension of available wave data in a flexible manner [8]. Using third-gen-
eration spectral wind wave models to simulate waves has progressed from state-of-the-art to state of practice in the last 
decade [9]. The accuracy of wave model forecasts has been fundamentally further developed recently [9, 10]. These 
advances are mainly due to further developed source term definitions and more precise wind fields from environmental 
models [9]. Given these points, the ability to access a reliable long-term wave database using reliable wave numerical 
models is of great value to ocean and coastal engineers. 

For wind wave-generating numerical models, wind data are an essential boundary value [10, 11]. As already observed 
in previous research, the quality of the wind forcing greatly impacts the accuracy of wave modeling output [12, 13]. 
The atmospheric reanalysis wind model, ERA5 [14], from the European Centre for Medium-Range Weather Fore-
casts showed great performance when used in the coastal region [3, 15]. For example, Bellotti, et al. [3] showed the 
applicability of ERA5 in the Mediterranean Sea in coastal situations without islands to shelter the measuring location. 
Nevertheless, ERA5 could provide promising wind hindcast forcing data even in complex shoreline basins, such as 
the eastern Adriatic Sea. 

Granted that wind data in a region is available, other physical parameters are also required for accurate wave modeling, 
which include: a detailed bathymetry of the modeled region, difficult to know coefficient inputs (such as white-capping 
parameters, bed frictional dissipation, depth limited wave breaking etc.), and boundary wave data for forcing regional 
nearshore models [3]. To obtain boundary forcing wave data for a locally based numerical model, data from a global or 
regional scale reanalysis wave models can be applied [3, 16]. This methodology is called downscaling [17–19]. 

An integral part of the wave generation method employed in GEN3 wave models (for instance, SWAN and WAVE-
WATCH III) includes a white-capping dissipation term. The white-capping parameter is commonly adjusted to calibrate 
the numerical model according to measurements, even though it is a physical term [20, 21]. The white-capping dissi-
pation parameter is often chosen for calibration because it is considered the least known in wave generation numerical 
models [22]. This nonphysical method is quite effective in fitting wave simulation outputs to wave measurements [23]. 
This engineering solution compensates for errors between the forcing wind field and the white-capping dissipation 
term. The optimal value is often determined by a detailed sensitivity analysis, one case at a time. The Cds value, which 
is part of the white-capping formulation by [24, 25], is the most common value adjusted in this method (if more tun-
able coefficients are tuned simultaneously, then Cds is surely included in the set). For instance, Amarouche, Akpınar, 
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Bachari, Çakmak, Houma [26] determined the Cds value for the western Mediterranean Sea in this way. The paper 
reported a calibrated value for Cds of 1.0 as the best for the western Mediterranean. Using the same popular methodol-
ogy, the numerical model in this paper is also calibrated using the Cds value. 

The tunable white-capping coefficient, Cds, is commonly reported and cited in research papers for various wave cli-
mates and basin geography. However, rarely do papers conduct a sensitivity analysis of their reported white-capping 
physical calibration parameters to different numerical settings, such as grid resolution, directional wave resolution, etc. 
Furthermore, some studies do not even report the chosen numerical resolution themselves. 

If the calibrated white-capping parameter is dependent on any numerical parameter, the calibration procedure should 
highlight the numerical parameter as well. Considering the recent SWAN studies done in the Mediterranean Sea, 
36 bins are often chosen for the directional wave resolution, the number of frequency bins varies between 28-35, 
the spectrum frequency range starts at 0.033–0.0521 Hz to 1 Hz, and the directional wave spreading is applied at 
30 degrees or as a cosine power value of 4 [3, 26, 27]. In general, the numerical solution should preferably converge 
to a fixed solution as the numerical resolution is refined [28]. On the other hand, the modeler tries not to excessively 
increase the numerical resolution settings, to avoid exponentially increasing the computational time of the model. Even 
for moderately small basins such as the Mediterranean Sea, finding the right balance between numerical resolution and 
available processing resources is difficult. Paper conducting detailed sensitivity studies of SWAN numerical model 
settings are common (e.g. [29], [16]), however studies are rarely done in basins with limited fetch such as the eastern 
Adriatic Sea. 

This paper aims to evaluate the effect of the size of the mesh element and the wave resolution settings on the calibrated 
white-capping value in complex shoreline basins. This is part of an ongoing project to establish a framework for wave 
downscaling to obtain wave hindcasting data in complex shoreline basins, whilst a downscaling proof-of-concept study 
has already been done in the western Mediterranean Sea [3] for a less sheltered basin. Through a sensitivity analysis of 
relevant numerical resolution parameters, the numerical setting recommendations are presented for a reliable physical 
white-capping value calibration. 

1.1. Study site
The study site is located in the eastern mid-latitude Adriatic Sea, particularly in the vicinity of Split, as can be seen in 
Figure 1. The study area is shown on an orthophoto background in Figure 1, whilst Figure 2 shows the mesh extent. 
Because several small islands in the south-east and two large islands in the south-east (Brač and Hvar) surround the 
Split basin, the coastline of the basin is relatively variable and complex. The coastal area has developed economically, 
particularly in terms of beaches and marinas, and has a rich environmental and archaeological value. 

The wave climate in the region is predominately forced by both Bora (NE) and Scirocco (SE) winds. The wave buoy, 
which provides wave measurements used in this study, is in front of the Split waterfront (43.48833° N, 16.46500° E) 
(shown in Figure 1 with a red dot). 

Figure 1. Map of the Split region that is modeled in SWAN, with the locations of the wave buoy and wind station shown
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1.2. Model description and boundary conditions
The third generation SWAN spectral wave model (version 41.31AB in this study) developed at the TU Delft is known 
for its excellent performance in shallow wave propagation simulation. SWAN is based on the governing equation of 
the spectral action balance and is represented in Cartesian coordinates as follows:

(1)

(2)

where the left-hand side represents the kinematic component, showing the derivatives of the action density N in the 
geographical and spectral space. Cx and Cy are the Cartesian coordinate components of wave group velocity in geo-
graphical space, whereas Cθ and Cσ are the spectral components of wave group velocity. The N action density is the 
ratio of the wave energy spectrum E(σ, θ) and frequency σ. The term S on the right-hand side represents the total source 
of wave energy. The total source term comprises the following terms:

(3)

where Sin is the energy input by wind, Sds is the dissipation induced by white-capping, Snl4 is the nonlinear wave 
energy transfer between quadruplets, Snl3 is the triad nonlinear interaction, Sfric is the dissipation due to bottom friction 
(JONSWAP formulation in this study [30]), and Sbrk is the dissipation due to depth-induced wave breaking (Battjes 
formulation in this study [31]). Since our study is focused in intermediate and shallow waters, the term for triads is also 
included in the source term. 

In this study, the Janssen [25] white-capping formulation is used, which showed success in the western Mediterranean 
basin with a value of Cds = 1.0 [26]. The white-capping formulation includes tunable coefficients in the form of Cds 
and δ. The white-capping dissipation rate coefficient, Cds, has default value of 4.5, whereas δ can hold a value between 
0 and 1, and the default value is 0.5. Since we were interested in the impact of the calibration process on Cds, the δ term 
is fixed at the default value. 

To automate the white-capping calibration procedure, a surrogate model was established. The surrogate model algo-
rithm uses Radial Base Functions (RBF) to construct a cost-effective model for the objective function interpolation, 
while the SWAN model itself is occasionally called by the surrogate model for verification of incumbent points. The 
maximum number of calls to the SWAN numerical model that the surrogate model could make is set to 15, after which 
the calibration algorithm stops. The surrogate model searches for the best possible value to minimize the loss function 
defined by the error equation  – this is shown in section 4.1, Figure 1. The search range for the white-capping parame-
ters Sds is limited to 0 at the lower bound and 5 at the upper bound. 

The wind forcing boundary condition was given from the novel fifth generation atmospheric reanalysis ERA5 dataset 
[14], which showed improvements compared to other reanalysis products when forcing numerical wave models. The 
ERA5 reanalysis provides high spatial resolution (31 km), hourly temporal output, and 3-hour uncertainty information. 
The ERA5 grid size is overlayed on the map in green in Figure 1. 

We imposed wave reanalysis data, namely MEDSEA from the Copernicus database [32], on the open boundary (Figure 
2). MEDSEA is a fine resolution (1/24°) wave model of the Mediterranean Sea, providing wave hindcast as far back 
as 1993. Even though the MEDSEA reanalysis model is the most detailed wave numerical model reanalysis in the 
Mediterranean Sea provided by the Copernicus project, the authors found low accuracy when verifying the reanalysis 
data to buoy measurements in well-sheltered locations. According to their report [32], the Adriatic Sea has the weakest 
model accuracy. 

The tests are performed on a stationary model, which is justified when the residence time of the simulated waves is 
small relative to the time scale of the changes [33]. The main advantage of this method is shorter run times of the 
numerical models. Hence, the boundary forcing data and the measurement data were extracted for 08.04.2008. at 08:00. 
The significant wave height at the time was measured at 1.07 m at the wave buoy in front of the Split waterfront (Figure 
1), which the numerical model will hindcast with the appropriately tuned white-capping dissipation coefficient. The 
magnitude of the ERA5 wind velocity magnitude interpolated at the location of the meteorological wind station in Split 
is 10.86 m/s (u = –9.03 m/s, v = 6.05 m/s) in the SE direction.

1.3. Mesh and wave resolution
The mesh element size and wave resolution settings, which are tested in this study, are described in this section. The 
effect of resolution on the calibrated value of the white-capping parameter can be investigated using the test results.
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We adopted an unstructured mesh for an accurate description of the complex shoreline geometry in the Split region 
(Figure 2). Similarly, research that used coarser grids than 2 km advocates using unstructured grids to accurately 
resolve complex coastal features, particularly in the presence of islands due to their sheltering effect [34]. The Med-
iterranean basin is a sea with a complicated morphology and environment, including a severely complex coastline, 
highly variable bathymetry, and limited fetches. Hence, an unstructured mesh enables flexible local refinement that 
can improve the accuracy of wave simulation for a specific area. The domain of the numerical model covers a part 
of the eastern Adriatic Sea, spanning 117° E – 128° E in longitude and 29° N – 41° N in latitude. The grid domain is 
composed of 53630 and 16412 triangle elements for the 250 m and 500 m mesh, respectively (Table 1). 

Figure 2. Mesh constructed to simulate wave in the Split region; figure shows a mesh resolution of 500 m 

Base bathymetric data is sourced from the GEBCO database [35]. Additionally, local bathymetry measurements were 
added to the nearshore base data for a finer coastline resolution. The depth of the deepest water is approximately 120 m 
below the mean sea level (MSL) at the open boundary (Figure 2). The resolution of the base bathymetry data is about 
200  200 m offshore, whilst the nearshore area resolution was finer at 5 × 5 m. To accurately present the complex 
shoreline geography, the spatial resolution of the shoreline data is 5 m. 

The numerical resolution settings tested in this study are presented in Table 1. The ranges of tested numerical settings 
include the numerical settings used in [3, 26, 27] in the Mediterranean Sea and are further extended to test a wider 
range. A large value of power of directional wave spreading reflects a narrow spread – common for swells, whereas 
a low value indicates a wide spread – common for wind waves [36].

Table 1. Summary table of numerical settings tested in this study

Resolution setting Values tested SWAN recommended (default) values  
for application in coastal areas

Mesh resolution 250 m and 500 m 50 m – 1000 m

Directional resolution of waves 15°–5° Δθ = 15°–10° for wind waves
Δθ = 5°–2° for swell

Directional wave spreading (power) 2–4 2

Number of spectral frequencies bins 20–35 minumum of 4

Frequency range 0.04–1 Hz 0.04–1 Hz

1.4. Statistical error metrics
Given the simple SWAN model output of a single value of significant wave height, the error metric is a straightforward 
absolute error metric described by a difference between the measured and modelled values:

(4)

where Hs,SWAN is the significant wave height modelled at the buoy location and Hs,measured is the wave height measured 
by the wave buoy (Figure 1).
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2. Results and discussion

2.1. Calibration results
In this section we show the result of the white-capping parameter calibration procedure discussed in section 3.2. The 
results are shown for a case with a directional wave resolution of 36, power wave spreading of 2, 30 wave frequency 
bins, and mesh resolution of 500 m. 

The results of the surrogate optimization algorithm reveal a relationship between the significant wave height and the 
white-capping parameter (Figure 1). The relationship sharply declines to 0 m of wave height error near the white-cap-
ping of 0.57. There are no other visible locations where some other minima could be achieved, so the 0.57 minima 
could be taken as a global minimum. The algorithm revealed a significant difference between the calibrated white-cap-
ping parameter value for this specific case and the SWAN default value in for Janssen [24] white-capping dissipation 
of 4.5. For a white-capping dissipation of 4.5 the error would be more than 0.28 m – not specifically shown in Figure 
1 but deduced from the relationship curve in Figure 1. When considering the recommendation given by Amarouche, 
et al. [26], the white-capping parameter of 1.0 is closer to the calibrated one in this situation. As discussed in Wu, Li, 
Zhai, Gu, Liu [37], the SWAN model with default settings tends to increase the underprediction of the significant wave 
height. 

Figure 1. Comparison between the numerical error of the significant wave height and the white-capping parameter as a result of the 
surrogate model’s optimization procedure - directional wave resolution of 36, power wave spreading of 2 and 30 wave frequency 

bins, mesh resolution  
of 500 m

2.2. White-capping parameter dependency on resolution settings
It is found that the calibrated white-capping parameter shows low sensitivity to the directional wave spreading and the 
number of spectral frequency bin settings of the numerical model (Figure 2 and Figure 3). In both cases, the value of 
the calibrated white-capping parameter is in the 0.5 – 0.6 range and is negatively related to the number of frequency 
bins. The results are in agreement with the sensitivity analysis conducted by Feng, Chen [16], which also showed low 
sensitivity of the model results to these numerical settings. 

Figure 2. Comparison between white-capping parameter Sds and directional wave spreading (power), with the required computation 
time presented using a color bar; number of directional bins – 36, mesh resolution – 500 m 
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Figure 3. Comparison between white-capping parameter Sds and number of spectral frequency bins, with the required computation 
time presented using a color bar; number of directional bins – 36, mesh resolution – 500 m

On the same note, Allandadi, et al. [29] stated that the white-capping parameters are more influential than numerical 
settings such as wave spreading, number of spectral frequency bins, number of iterations, and size of time steps. This 
is indirectly confirmed in this study through the calibration procedure (Figure 1), where the modeled significant wave 
height varies ±0.3 m depending on the wave-capping parameter.

The computational cost, expectedly, increases with increase in the number of spectral frequency bins and decrease of 
the directional wave spreading. The wave spreading shows a small impact with only 5% cost increase (ratio of max and 
min computational costs); however, the number of spectral frequency bins shows a moderate impact of 70%. 

Figure 4 shows the influence of the number of wave directional bins and mesh resolution on the white-capping param-
eter, Sds. Interestingly, the number of wave directional bins has a great impact on the calibrated white-capping, while 
the mesh resolution has a negligible impact. When the number of wave directional bins is low (e.g., 24, 30 and 36), the 
white-capping parameter is low, indicating the numerical model’s need to increase the modeled the significant wave 
height to match the measured. On the other hand, a high white-capping parameter has the opposite effect of damping 
the modeled significant wave height when a high number of wave directional bins are employed. This increase is 
likely due to the model’s ability to increase wave energy propagation with a finer wave directional resolution, and thus 
increasing the calibrated white-capping through the surrogate algorithm procedure to dampen the significant wave 
height to match measurements. 

Figure 4. Comparison between white-capping parameter Sds and the number of wave directional bins, with the required computation 
time presented using a color bar and mesh resolution presented using square scatter for 500 m and circle scatter for 250 m; number of 

spectral frequency bins – 30, wave spreading (power) – 2

The mesh resolution did not show an impact, probably because the lower resolution of 500 m was already fine enough 
for this case. The computational costs increased with the increase in both wave directional resolution and mesh res-
olution. The increase in computation cost is substantial and has increased almost 3-fold when comparing the 500 m 
and 250 m resolution (and 72 bins for wave direction). The impact of the number of directional bins is also higher for 
a finer resolution mesh, as expected. For the lower resolution mesh of 500 m, the increase in computational cost is 
3-fold with increasing number of wave directional bins, while for the higher resolution mesh of 250 m, the increase is 
almost 4-fold. 

3. Conclusion
We have presented the influence of several numerical settings on the calibrated white-capping parameter and com-
putational costs in SWAN, namely wave directional resolution, mesh resolution, number of frequency bins and wave 
spreading on the open boundary. The case study was carried out in a basin with limited fetch, encompassing a region 
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around the city of Split. Overall, these results suggest that the wave direction resolution has a great impact on the cali-
brated white-capping parameter, probably due to a greater ability to propagate wind-wave energy in narrow channels. 
Studies commonly choose 36 wave directional bins, while not doing any sensitivity study for this parameter, unaware 
of its impact on the model outputs. It should be noted that this observation could change in basins that are not fetch 
limited, such as in this study. The other numerical settings showed an insignificant impact on the calibrated white-cap-
ping parameter. This is probably due to the lower bound of the tested resolution settings (mesh resolution and number 
of wave frequency bins) being already detailed enough for this case. Therefore, in similar limited-fetch locations, the 
following resolution settings are good for an initial guess while keeping the computational coasts low: mesh resolution 
of 500 m, number of wave frequency bins of 20, and directional spreading of 2; while the wave directional resolution 
should be submitted to a sensitivity analysis because of its high impact on model outputs when the value is higher than 
45.

It is important to note that the current study was limited to the stationary model and the results could slightly vary for 
transient wave numerical models. Given that the sensitivity studies in Feng, Chen [16] and Allandadi, et al. [29] on 
a transient SWAN model showed similar conclusions in most regards, this should not vary substantially. These studies 
did not consider the wave directional resolution in their sensitivity analysis, which proved to be the most influential 
numeric resolution parameter in this study, so comparison is currently not possible.

This work has highlighted that the reported white-capping parameters in cited studies should be taken with care with 
insight into the numerical settings used, specifically the wave directional resolution, while calibration should be con-
ducted for each site and numerical setting separately. 
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Abstract 
Beach slope is of critical importance for coastal area protection, as well as for other coastal morphodynamic research. 
Despite its importance, a reliable method for estimating slope is still not defined. In this paper, a new efficient method 
using VMS technology is presented. The beach slope is calculated by dividing the difference in the tide level with the 
shoreline distance along a cross-shore transect at different times. The result of calculation using this technique shows 
good agreement with other methods and demonstrates the potential of VMS for effective beach slope monitoring.

Keywords: video-monitoring system (VMS), coastal management, shoreline changes, gravel beaches, beach-face 
slope, image processing. 

1. Introduction 
The beach environment is subject to regular daily and seasonal changes, as well as unpredictable changes due to 
extreme weather conditions, unusual tides, and human influence. The beach face is the sub-aerial beach sector [1], 
which extends from the berm to the low tide water line and is constantly interacting with the uprush and downrush of 
individual waves and tidal cycles [2]. The steepness of the beach face (tanβ), or the beach-face slope, is a key parameter 
in coastal geomorphology and coastal engineering due to its control of important coastal processes [2]. It is one of the 
key parameters controlling the elevation of wave runup and total swash excursion at the shoreline, processes that are of 
primary concern for assessing coastal inundation hazards along the coastal boundary [3]. Despite the importance of the 
beach-face slope parameter in numerous empirical formulations in coastal engineering (e.g. wave run-up prediction), 
large-scale datasets of the beach-face slope remain unavailable along most of the world’s coastlines [2]. In the 1961, 
coastal scientis named K.O. Emery developed simplest technique to measuring a beach profile known as the “Emery 
board” method (Figure 1.). Emery proposed a simple method of beach profiling based on the use of two graduated 
rods, whose alignment and reading of the intersection with the horizon allow for the determination of differences in 
level along the profile [4]. This approach may seem simple, but it provides reasonably accurate measurements of beach 
profiles. It also has the advantages of light and inexpensive equipment, which can be easily carried to distant survey 
sites, for very rapid surveys [5]. However, measurement of the difference in elevation by two people like this has the 
potential to have errors due to limited visibility and is considered labor intensive so that it is limited to the number of 
beach profile transects measured [6]. In spite of some shortcomings, and because of its simplicity and low cost [4], 
this method is still considered a reliable method as obsevation data, so it is still used as comparison data for validation 
of more sophisticated techniques [6]. Beach slope can also be measured using conventional survey techniques, for 
example GPS survey. This method has limitations because in areas where the beach is muddy or covered with coastal 
vegetation, measuring position and elevation is very complicated and considered ineffective. Especially in estimating 
the beach slope on a wide spatial scale such as global, national, and regional events, which is still a major challenge 
in using this method [3]. In recent decades, airborne lidar technology (LiDAR) has significantly increased the spatial 
coverage of coastal topographic data from individual beaches to hundreds of kilometres of coastline [7]. It can provide 
very detailed and accurate results, but the process is very complicated and requires high operational costs for surveying. 
However, in the swash zone, these active remote sensing techniques are hampered by the constant alternation of wet 
and dry phases as water levels fluctuate at the shoreline under the action of waves and tides [7], limiting the ability to 
extract beach-face slopes [2]. Today, UAV (unmanned aerial vehicles) and VMS (video monitoring system) provide 
data with high accuracy for a larger area. The development of imaging systems has emerged as one of the most power-
ful and reliable tools for monitoring shoreline changes associated with variations in key beach parameters (i.e., changes 
in beach slope and beach width). Video-based technology is becoming an increasingly popular low-cost method for 
monitoring beach, because it can be used to build a database of frequent, long-term and spatially extensive observations 
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of coastal changes [8]. It covers time scales from seconds to years and spatial scales from meters to kilometers. The 
first system that enables the controlled acquisition and return of optical remote sensing data from land-based computers 
observing coastal sites of interest [9] is the “Argus system” developed by the Coastal Imaging Lab (CIL) at Oregon 
State University. These systems are positioned at an elevated location and some distance from the beach (e.g., on the 
roofs of nearby buildings, headlands, etc.) to continuously collect high-frequency image data of the coastal zone [10]. 
Physically, an Argus Station consists of a number of video cameras attached to a host computer that serves as both 
system control and communication link between the cameras and central data archives [9]. The video monitoring 
system also uses geometric techniques to transform and rectify the oblique images captured by the camera into a plan 
view of the beach. These are used in algorithms developed to detect the shoreline position needed for further research 
(i.e. beach slope, beach area, beach width). The use of VMS and UAVs has been widely applied and has resulted in 
various achievements and improvements in other coastal dynamics studies, such as calculating beach volume change 
[11], determining erosion and accretion rates, coastal topographic surveys, and many other applications [6]. This paper 
has demonstrated a new method using video monitoring system technology to calculate the beach slope and monitor 
shoreline changes. Recent developments in shoreline mapping now make it possible to extract instantaneous shorelines 
from publicly available satellite imagery [3, 12, 13]. The concept of calculating the beach slope using this method is 
to compare the tidal elevation obtained from tide gauge in Bakar, Croatia, and the distance between the shoreline posi-
tions along a cross-shore transect at two different times. In the following section, we briefly describe the study site and 
explain the method used in more detail in Section 3. 

In Section 4, we compare the results between two methods using video monitoring system (VMS) and unmanned aerial 
vehicle (UAV) surveys to test the accuracy of the results obtained between two different methods. 

Figure 1. The simplest technique for measuring a beach profile known as the “Emery board” method, developed by K.O. Emery in 
1961

2. Methods

2.1. Study site – Beach Ploče
This study was carried out on an artificial gravel beach Ploče, in the northwest part of the city of Rijeka, the Kvarner 
Bay. It consists of a beach area of 14 000 m2, a green and illuminated walkway, and a zone above the promenade with 
Mediterranean plants and benches for resting. The total length of the beach is 320 m and is divided by a 30 m long 
central groyne into two cells of approximately equal length. Two additional groynes were constructed on the east and 
west sides of the beach to extend the natural headlands (Figure 2). The sediment grain size can be classified as gravel 
to pebble (D50 = 16–32 mm), which is typical for other gravel beaches in Croatia. Weak and moderate winds dominate 
throughout the year, with often calm periods, and occasional storms with wind velocities exceeding 30 m/s rarely last 
more than one day[14]. The prevailing winds in the Kvarner Bay are bura (NE) and jugo (SE). Most of energetic wave 
conditions are observed during winter season. Storm events are the dominant generator of gravel transport on beaches 
of the eastern Adriatic Sea. Tides in the Adriatic Sea can be described as microtidal, with mean tidal amplitudes well 
below 2 meters. The nearest tide gauge in Bakar, which is the longest-operating station on the Croatian coast (since 
1929) shows that the mean daily amplitudes in the Kvarner Bay are 0.35 m [15]. The region is also prone to occasional 
extremely high-water levels (also called Acqua Alta) when there is a superposition of high tide, storm surge, seiche, 
and other low-frequency sea level fluctuations [16].
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Figure 2. Historical coastline from aerial images from 1968 (black), the coastline of the artificial beach constructed in 2011 (green), 
constructed submerged sill (yellow) and groynes (orange)

2.2. Camera setup
An Argus video monitoring system was installed at the Ploče beach, which consists of two cameras mounted on the 
roof of the indoor swimming pool in early October 2019. The video cameras are at 13.8 m above the mean sea level 
(MSL) (Figure 3). Each camera covers different part of the beach, the western and eastern part of the beach respec-
tively. However, due to location of cameras, there is a complete coverage of the western part of the beach (azimuth 
277  ͦTN) only. The eastern part is not fully visible due to trees and vegetation (azimuth 120  ͦTN). In this project, the 
Blackfly S GigE camera (BFS-PGE-122S6C-C) was used with a resolution of 4,096 × 3,000 pixels, which provides 
continuous high-resolution video images captured at 4 Hz (Figure 3).

Figure 3. Position of the video monitoring system at the edge of the swimming pool complex at the beach site, one camera per beach 
cell (west and east in Figure 1)

The shoreline location is function of tidal elevation, wave set-up and swash. In order to enable the shoreline location 
comparison, images are taken during calm wave periods. Additionally, images taken when the sea level at the Bakar 
tide gauge was between 0 cm and 60 cm were considered. The focus of this study is on the western beach and in the 
rest of the paper it will be referred as the beach. During the period from September 30, 2020, to March 27, 2021, we 
collected 10 images using video monitoring system technology. The images were taken on the same day or ± 5 days 
compared to the UAV survey period. The CoastSnap software package, developed by [15], is used to derive shorelines. 
The package is developed for processing and analysis of the beach images. The original images are oblique, and they 
were georectified before shorelines were extracted. Due to the fixed location of the sensor, only the lens characteristics 
(radial distortion) and ground control points (GCPs) were required to create a georectified image. Six GCPs for the 
beach were set-up by the Geodetic Institute Rijeka. Points on fixed objects were chosen, such as concrete walkways 
and walls, groyne rocks, and stairs. All the GCP points were measured in the Croatian Terrestrial Reference System 
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HTRS96 (EPSG: 3765) in the horizontal plane and HRVS71 in the vertical direction. The RMSE error for image rec-
tification (that is, the difference between the estimated and ground-surveyed point positions) was 3.80 pixels for this 
study on beach Ploče. For the extremely high-resolution images recorded, this corresponds to an 8.5 cm distance on the 
ground. We laid out a series of cross-shore transects at a 2 m interval along the shoreline (Figure 4). The transects were 
used to determine the shoreline position along the transect using the CCD method/algorithm [17]. 

Figure 4. Alongshore variability in shoreline position between September 30, 2020, and March 27, 2021

2.3. Flight mission settings
Unmanned Aerial Vehicle (UAV) – based remote sensing techniques have demonstrated great potential for monitoring 
rapid shoreline changes [18] and mapping coastal environments. With image-based approaches utilizing Structure 
from Motion (SfM), high-resolution Digital Surface Models (DSM), and orthophotos can be generated efficiently 
using UAV imagery [18]. In this study, Geodetic Institute Rijeka (GZR) and the Faculty of Civil Engineering in 
Rijeka (GradRi) carried out the surveys. GZR used a Matrice 200 unmanned aerial vehicle (UAV) with camera Sony 
ILCE-7M2 and GradRi used a DJI Phantom 4 Pro e UAV for the image requisition [19]. The number of images ranged 
from 208 to 667 and the flight altitude ranged from 19.2 to 29 m and 100–103 m for GradRi and GZR survey [19]. Both 
institutions used Agisoft Metashape Professional to generate point clouds from the captured photos. 

This technique has demonstrated a successful implementation and being considered as an efficient method of calculat-
ing and mapping the spatial distribution [6]. Detailed settings for the UAV flight mission can be found in [19].

2.4. Beach slope calculation (VMS)
Ideally, beach slope is measured in the area starting from the highest point reached by high tide and the lowest point 
reached by low tide. The timing of these conditions can occur at night when mapping with a video monitoring system 
cannot be carried out [6]. To simplify this, beach slope in this study is defined as the ratio of vertical elevation to hori-
zontal distance. Based on this, the vertical elevation Δh is determined from the tidal elevation which is obtained from 
tide gauge at Bakar, and the horizontal distance Δx is calculated from the difference in distance between two shoreline 
positions along the cross-shore transect (yellow line Figure 5) with different tidal conditions at different times. The 
simple method to estimate beach slope from the set of the instantaneous shorelines is shown in Figure 5. It is important 
to choose dates when the weather conditions are calm, because then waves, storms, etc. cannot affect the shoreline 
changes. Once these values are obtained, the beach slope can be easily calculated using Eq. (1) if we want the result in 
degrees, or Eq. (2) for tgβ.

(1)

(2)
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Figure 5. Beach slope calculation using video monitoring system

2.5. Beach slope calculation (UAV)
By considering the practicality of a method based on the spatial and temporal scale of interest and the use of low oper-
ating costs, the use of UAV is considered as a method with high accuracy, speed, and efficiency, hence making it suita-
ble for beach slope spatial mapping [6]. The use of drones is expected to cover areas that are difficult to access and still 
provide high accuracy and resolution. Figure 6. shows the elevation changes of the beach during the UAV survey (red 
dots) and the process of beach slope calculation (red triangle). The concept of beach slope calculation by an unmanned 
aerial vehicle is the similar to the procedure performed with VMS technology, i.e., comparing different tidal conditions 
(blue and green line) at different times. Two parameters Δh and Δx were determined as instersection between two tidal 
elevations and the UAV survey on the same day or ± 5 days. After the values are obtained, the beach slope can be 
calculated by using the Equation 2. 

Figure 6. Beach slope calculation using unmanned aerial vehicle

3. Results and discussion

3.1. Beach slope
The objective of the method presented here is to estimate the beach slope without the requirement for field surveys, but 
instead relying only on remotely sensed data. Instantaneous shorelines are extracted using CoastSnap, an open source 
softver package that allows users to obtain time series of shoreline position on any gravel coastline. For this study, 
10 shorelines were extracted at different times to determine the slope of the beach surface. Only images taken during 
calm wave conditions were suitable for analysis, and the observation period was between October 1, 2020, and Decem-
ber 15, 2020, as UAV surveys. Beach slope results obtained using UAVs are useful for testing the agreement between 
two methods. The method of calculating beach face slope using VMS is based on the comparison of two waterlines 
(shoreline, extracted from a satellite image) and waterline heights (difference between two tidal elevation) which are 
timed to match [6]. Table 1. summarizes the key characteristics needed for the calculation of the beach slope (∆x-hori-
zontal distance between two shoreline positions along the cross-shore transect, ∆h – vertical difference between two 
tidal elevations, and tgβa beach-face slope, i.e., the ratio between ∆x and ∆h). From the obtained results, presented in 
the table, we could observe that the beach-face slopes varied from tgβ = 0.16 to tgβ = 0.42 for the video monitoring 
system and tgβ = 0.16 to tgβ = 0.44 for the unmaned aerial vehicle technology. Comparing the obtained values with 
research by [3] the Ploče beach can be characterized as a steep beach. Flatness or steepness of the beach also depends 
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on the grain size. In general, the beach slope will be steeper if the sediment grain size is larger (pebbles, cobles) and 
will be gentler if the sediment grain size is smaller (sand, silt) [21], [22]. 

Sediment grain size at Ploče beach can be classified as gravel to pebble, and on gravel beaches the slope is often more 
than 10° (tgβ > 0.18) [22], which we can also confirm with the obtained results.

Table 1. Beach slope values using VMS and UAV technology

Beach slope 
values using 

VMS

Date Δx Δh β(°) tgβa

1.10.2020 0.81 0.29 19.70 0.36
13.10.2020 1.28 0.31 13.61 0.24
24.11.2020 0.81 0.34 22.77 0.42
10.12.2020 3.02 0.47 8.85 0.16
14.12.2020 1.58 0.35 12.49 0.22

Beach slope 
values using 

UAV

1.10.2020. 0.73 0.29 21.66 0.40
13.10.2020. 1.03 0.31 16.76 0.30
24.11.2020 0.77 0.34 23.82 0.44
10.12.2020. 2.86 0.47 9.34 0.16
14.12.2020. 1.57 0.35 12.55 0.22

UAV is beneficial tool for environmental surveying, mapping, and monitoring [12]. The beach was surveyed 19 times 
between January 17, 2020 and February 26, 2021 to observe post-nourishment changes of the Ploče beach for the pur-
poses of [19]. For the comparison of these two methods, 5 UAV survey data without significant changes due to erosion 
or accretion were used for this study. After performing the procedure described in Section 3.5, we obtained the results 
shown in Table 1. Performance indicators such as root mean square error (RMSE) and coefficient of determination 
(R2) are used to assess the accuracy between two sophisticated techniques. There is strong agreement between the 
UAV and VMS technologies, with a coefficient of determination (R2) of 0.95 and a root mean square error (RMSE) 
of 0.05 with a small deviation in October, as shown in Figure 7. The slope estimation method performed best when 
tgβ ≤ 0.22, as we can observe in December, where the results are the same, but for steeper profiles (tgβ>0.24), the 
average deviation is 0.03. 

Figure 7. Alongshore variability in average beach-face slope using the methods described in Section 3.3 and 3.4

4. Conclusion
The relationship between beach-face slope with tidal range, grain size and wave energy have been studied by numer-
ous researchers over the years. Some researches derived equations for the beach face slope, but these equations are 
complicated and require knowledge of the wave characteristics at a site (e.g., offshore wave height, breaking wave 
height, and wave period) or the sediment characteristics (grain size, average grain, sediment sorting, and porosity) 
[13]. Researchers also suggested some simpler methods such as the “Emery board”, which is inexpensive, quick, and 
easy but required fild survey and unnecessary human labour. This paper presents a new method for calculating beach 
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slope using a video monitoring system (VMS). The concept for calculating beach slope using this method is to com-
pare the tidal elevation and the distance between two shoreline positions along the cross-shore transect at two different 
times. The obtained results characterized the Ploče beach as steeper beach with beach slope between tgβ = 0.16 and 
tgβ = 0.42, and show good suitability with UAV mapping technology. 

Shortcomings of this method can occur during the shoreline extraction because of possibility of a lot of noise and errors 
in the resulting data [6]. For example, missalignment occur due to sun glint, coastal winds or heavy rainfall which can 
cause water surface movement and thus image distortion. 

This technique reveals VMS’s potential for effective coastal managment and provide high accuracy in beach slope 
calculation. The goal of the future study is to expand the data set and show agreement with the “beach-face slope esti-
mation algorithm” developed by [20]. 
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II Hydraulic Engineering and Environmental Impact
FISH PASS ON THE TURIEC RIVER, SLOVAKIA

LEA ČUBANOVÁ1, PETER DUŠIČKA1, JÁN RUMANN1, VLADIMÍR POLÁK2

1 Slovak University of Technology in Bratislava, Faculty of Civil Engineering; Slovakia 
e-mail: lea.cubanova@stuba.sk, peter.dusicka@stuba.sk, jan.rumann@stuba.sk 

2 Water Research Institute, Nábrežie arm. gen. L. Svobodu 5, 812 49 Bratislava; Slovakia  
e-mail: vladimir.polak@vuvh.sk

Abstract
A weir on the Turiec River in Martin has been in operation since 1968 and belongs to the grayling fish zone. An orig-
inally included technical fish pass did not meet the new required parameters and therefore was rebuilt and modified 
according to the EU legislation. Hydraulic measurements in 5 different profiles were performed at the discharge of 
Q = 0.87 m3·s-1. The results serve for verification of the design parameters and assessment of the passability for target 
fish species. Measurements of depths and velocities pointed out problem areas (unmet limit in the shallows, insufficient 
attractive outflow jet), but also the need to increase the subsidy discharge and research the outflow part of the fish pass.

Keywords: fish pass, Turiec River, depths, velocities, hydraulic measurements.

1. Introduction 
Barriers built across rivers interrupt the longitudinal continuity for the migration of fish fauna. Therefore, it is necessary 
to build fish passes on each barrier (weir, dam) on a river or a channel. In general, fish passes are constructions that 
enable overcoming an obstruction on the stream for occurring fishfauna. It is designed either as a substitutive route next 
to the water structure, known as a biocorridor/bypass, or as a technical one in the water structure itself. The location of 
fish passes on the side of the hydropower plant is recommended due to the water outflow from the turbines, this outflow 
is attractive to fish [1, 2, 3].

A fish pass is functional when it not only meets the hydraulic parameters, but is passable in both directions for the target 
fish species. An efficient fish pass along the entire course of its riverbed enables upstream migration of all target fish 
species by provably passing both male and female individuals of each of the local target fish species, determined by 
the ichthyologist. Therefore, monitoring devices are placed on fish passes to monitor the migratory movements of fish, 
whether in the form of scanners, cameras, or the fish are directly tagged or monitored telemetrically [4].

There are numbers of water structures in the territory of the Slovak Republic, which create artificial barriers in the 
migration routes of the fish fauna that inhabit streams. According to the Ministry of Environment of the Slovak Repub-
lic, there are 1075 barriers on the streams; 117 of them are passable for the ichthyofauna due to the existing fish passes. 
The remaining 958 barriers do not have a functional fish pass or its presence or function is unknown [5]. Reconstruc-
tion, restoration or revitalization of the existed fish passes as well as proposal of new ones in Slovak Republic should 
be done in terms of the Methodological Guideline of the Ministry of Environment of the Slovak Republic: The deter-
mination of suitable types of fish passes according to the typology of water bodies [2] and Decree no. 383/2018, On 
technical conditions for the design of fish passes and the monitoring of the migration passability of fish passes [6].

An important element of the design of each fish pass is mathematical modeling (1D, 2D, or even 3D) [7], in the case 
of more complex proposals, physical modeling in the hydraulic laboratory is highly recommended [8]. After construc-
tion, it is necessary to check the achieved parameters by measuring in situ (hydraulic, ichthyological) and, if the limits 
are not reached, also possible reconstruction of the internal environment of the fish pass riverbed, because each water 
structure is unique and has its own boundary conditions, both in terms of operating parameters and biota.

2. Methods
The water structure where the research was carried out is located on the Turiec River (Fig. 1) in its artificially modi-
fied section at rkm 8.050 in the cadastral area of the town of Martin in the south-western part of the town of Martin. 
It consists of a reservoir, a two-field movable weir with flap gates, an intake structure, a fish pass, and a stilling basin 
under the weir. The minimum operating water level in the reservoir is 397.75 m above sea level and the maximum 
operating water level is 398.12 m above sea level. The long-term average annual discharge in the weir profile is 
Qa = 9.725 m3·s–1. The minimum residual/biological discharge in the Turiec riverbed under the weir must be ensured 
by the value of Q = 0.50 m3 s–1, which is the discharge reached or exceeded for 365 days a year [9].
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Figure 1. Map of Slovakia with the area of interest – Turiec River

The fish pass is formed by the modification of the original old inconvenient fish pass in the left bank pier and its con-
tinuation with the route on the left bank of the stream. From the point of connection to the old part, the route of the new 
part of the fish pass continuous in the direction of the stream flow of the Turiec River, while approximately in half of its 
length is rotating 180 degrees and the fish pass is returning upstream under the migration barrier to the riverbed bottom 
of the stilling basin of the weir (Fig. 2). The final construction permit of the rebuilt fish pass was in August 2019.

Figure 2. Aerial view of the fish pass

In the location of the barrier, it is a grayling fish zone with the following target fish species: Danubian Salmon (Hucho 
hucho), Grayling (Thymallus thymallus), Nase Carp (Chondrostoma nasus), Barbel (Barbus barbus), East European 
Bream (Vimba vimba), Chub (Squalius cephalus), the migration period was established for April and May.

The beginning of the fish pass is formed by an unattended inflow structure of the original old fish pass, which is pro-
tected at the inflow against floating objects by screenings and a suspended floating cylinder (closed steel profile DN 
300). The inflow threshold is at 397.25 m above sea level. The fish pass riverbed (except the inflow part) consists of 
a deep and a shallow. The width of the cross section of the riverbed at the water level at the design discharge is 1.8 up 
to 4.5 m. The average longitudinal slope of the riverbed bottom in the modified old part of the fish pass is 1.35% (0.0% 
in the inflow part) and in the new part 1.25% [9].

The surface of the fish pass riverbed is almost in the whole part of the cross section formed by river stones – pebbles set 
in the concrete base. In the old part of the fish pass, there is a new riverbed created in the range of the original concrete 
walls. The outflow part of the old fish pass currently serves as a side relaxation pool for the fish. In the new section, 
the construction of the fish pass consists of three parallel reinforced concrete retaining walls that form the walls of the 
fish pass. The riverbed itself is led in the range of these retaining walls. It is a retaining wall on the side of the local 
road, then a retaining wall delimiting the area of the fish pass on the side of the Turiec riverbed and a middle – dividing 
retaining wall, which separates the two opposite sections of the fish pass. In the opposite direction of the fish pass path 
with an arc, there is a relaxation pool for migrating fish in its concave part [9].

The outflow from the fish pass (entrance for upstream migrating fish) is on the bottom of the stilling basin of the weir. 
To protect upstream fish migration across the stilling basin threshold (it forms a migration barrier) into the stilling 
basin, an auxiliary chute is used, which is located along the outflow line of the fish pass course. It is a boulder chute 
made of quarry stone set on a concrete base. The width of the chute is 4.0 m [9].
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The size of the water abstraction into the fish pass depends on the level of the operating water level in the weir reser-
voir. The design discharge for the fish pass has a value of Q = 1.0 m3·s–1 and is achieved at the maximum operating 
level in the reservoir. The inflow structure of the fish pass is located on the left bank pier of the weir. The size of the 
inflow opening is 1.0  0.9 m. The fish pass is controlled by a sluice gate in the inflow part. Ensuring the function of 
the fish pass during the year [9]: 

• if the current operating conditions on the water structure allow it, the water level in the reservoir is maintained 
throughout the year at the maximum operating level (Q = 1.0 m3·s–1), 

• to ensure full functionality of the fish pass (in terms of flow conditions in the fish pass), it is necessary to maintain 
the level in the reservoir, especially in the period from 1 April to 31 October, at the level of the maximum operating 
water level at 398.12 m above sea level and at least at elevation 397.97 m above sea level (Q = 0.8 m3·s–1). This 
water level regime in the reservoir for the needs of the fish pass can be kept only depending on the current flow con-
ditions in the Turiec River in the given period.

2.1. Hydraulic measurements and fish monitoring
After reconstruction of the fish pass, continuous water level measurement is ensured using a probe with a data logger 
NAM7HQ2000 [9], which is installed in front of the resting pool in the old part of the fish pass (Fig. 3).

For monitoring of fish movement in the fish pass, two DS-2CD2343G0-I underwater cameras were installed, one is 
placed at the inflow to the fish pass (Fig. 4) protected by rake and the other at the outflow to the stilling basin of the 
weir under its own protective basket [9].

After construction, there is a regular measurement of hydraulic parameters of the fish pass, which is carried out by the 
Water Research Institute in Bratislava (15.08.2019, 26.04.2021, 26.04.2022), while monitoring the discharge, achieved 
depth and velocities in different parts of the fish pass (behind the inflow, in the narrowed part, in 2 profiles in a straight 
course and on a chute at the outflow). Calibrated Universal Current Meter consists of hydrometric propellers type HYM 
(made by Water Research Institute in Bratislava) is used for the measurement, with a pitch of 0.100 m (according to 
the standard of fy. A.OTT type 6), the propellers diameter of the used is 30 mm. A counter with direct evaluation of the 
measured velocity type DENTOSAN is connected to the propellers. HYDRO 11, manufactured by Hydrometrics ltd, 
is used as evaluation software.

Figure 3. Probe for continuous water level measurement (staff gauge, data logger)
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Figure 4. Cameras at the inflow and outflow (construction state)

At the same time, the depths in the fish pass are recorded (Fig. 5) and the passability of the fish pass is monitored by 
ichthyologists by evaluating images from underwater cameras (Fig. 6). Furthermore, ichthyologists also tagged fish on 
20.04.2022 using fish tags.

Figure 5. Record of depths in the fish pass – 22.06.2021 (0,837 – 0,859 m)

Figure 6. Evaluation of the migrants in the fish pass – 22.06.2021 (in total 29 pieces)
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3. Results and discussion
The last measurement of hydraulic parameters performed (26.04.2022) (Fig. 7) was done in accordance with ecological 
monitoring of the fish pass during normal operation (almost 3 years after its final construction permit) in 7 profiles in 
different parts of the fish pass, so that all shape and hydraulic changes were covered. The current discharge in the fish 
pass was measured and the depths and velocity fields in each measured profile were evaluated.

The discharge in the fish pass at the water level in the reservoir at 398.12 m above sea level stated in the project [10] was 
1.0 m3 s–1 and at the level of 397.25 m above sea level 0.8 m3·s–1. During the measurement, the water level in the res-
ervoir was 398.06 m above sea level and the measured subsidy discharge in the fish pass was 0.87 m3·s–1. The project 
referred to the average profile velocities in specific profiles v = 0.85–1.61 m·s–1 at discharge of Q = 0.8 m3·s–1 (Fig. 8) 
and v = 0.93–1.78 m·s–1 at Q = 1.0 m3·s–1 [10].

The evaluated velocities from the measurements were in the range of v = 0.58–1.07 m s–1 at the measured discharge 
of Q = 0.87 m3 s–1 (Fig. 9). The depths in the streamline from the project documentation are y = 0.68–0.79 m [10] and 
during the measurement they were y = 0.55–0.9 m.

Figure 7. Measurements in the fish pass

Figure 8. Vertical velocities according to the project by discharge of Q = 0.8 m3 s–1 (one chosen profile) [10]

Figure 9. Measured velocities for the same profile as from the project by the measured  
discharge of Q = 0.87 m3 s–1
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The identified shortcomings are as follows:

• for most of the year, the fish pass should be supplied with a discharge of 1.0 m3·s–1, the discharge of 0.8 m3·s–1 
should flow in the fish pass only rarely (even if it meets the limit of the valid decree),

• the velocity in the shallows according to the valid decree is max. 0.5 m·s–1, the measured velocity exceeds this limit,
• insufficient attractiveness of the outflow jet, observed slow dissipation of the stream, shallow at the outflow is too 

wide.

Recommendations:

• ensuring the discharge of 1.0 m3 s–1 over the entire year (the water level in the reservoir must be kept at the maxi-
mum allowed level) and during the migration period (end of March and April) over 1.0 m3·s–1, which will increase 
the power/robustness of the outflowing water even for the largest fish – Danubian Salmon,

• proposing to increase the velocity limit in shallow to max. 0.8 – 1.0 m·s–1, which appears to be passable even for the 
weakest fish species,

• reaching the flow velocity at the outflow min. 0.75 m·s–1 (according to the decree) by narrowing the shallow (espe-
cially due to the Danubian Salmon).

4. Conclusion
Making barriers passable is a highly relevant issue that is being addressed by all EU Member States, because fish 
migration does not know borders. Theoretical knowledge summarized in methodologies and decrees must be sup-
plemented by continuous in situ measurements, especially during operation and several years after the final building 
approval. Of course, it is necessary to correlate the hydraulic parameters with the research of ichthyologists, in order to 
be able to make any adjustments to ensure the highest possible passability of the barriers on the streams.

The idea of reconstruction of the existed fish pass results from the assumption that it is cheaper and easier to make 
existing fish pass passable by rearrangement of internal environment as to build new one because of the complex prop-
erty composition. This was also applied to the water structure on the Turiec River, where new and modern approach 
not only to the redesign but also to the monitoring of the fish pass were applied.

As shown in the article, the procedure of evaluating a proposed fish pass built in practice according to theoretical 
recommendations is a long-term process, requiring a large amount of data and the cooperation of several experts from 
different fields. In the future, on the basis of their evaluation, it will be possible to propose several changes in the design 
limits of the fish pass so that it meets the prescribed requirements; respectively, it will be the subject of model research 
of complex hydraulic phenomena that occur during the flow of water in the fish pass riverbed.
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Abstract
The goal of the contribution is to review the possibilities of flood protection of the county city Trebišov against flood 
situation which can occur on the Trnávka River flowing along the city. The analysis was performed by mathematical 
modelling using HEC-RAS software. Based on Trnávka drainage basin reconnaissance, own measurements in situ and 
study literature relating thereto a proposal of several technical measures for safe run-off in the Trnávka River bed has 
been elaborated and consequently evaluated from hydraulic point of view. Mitigation of flood discharges was ensured 
through lateral spillway structures directed the excessive water flow towards existing drainage system connected with 
the Hraň pumping station into the Ondava River. Presented contribution includes the evaluation of flood situation in 
2010 and recommendation for mitigation of the flood wave.

Keywords: flood wave, protection dyke, mathematical modelling, HEC-RAS software, lowland, pumping station.

1. Introduction 
The Trnávka stream is a 36,6 km long right-hand tributary of the Ondava River. Both streams are situated in the region 
of East Slovak Lowland (ESL) close to the Trebišov city (Figure 1). First water management modifications were carried 
out after establishing institution called Water society for the Ondava River in 1848 [1]. Activities of the Water society 
were closely connected with the development of the run-off conditions on the Trnávka River. The main problem was 
that flood situation occurred mostly in the period of simultaneous flood situation on the Ondava River. It has caused 
backwater and no possibility for the Trnávka River to drain the flood wave. For this purpose, a three field flood gate 
(1886) on the Trnávka River was built up in front of the mouth into the Ondava River (Figure 2) and excessive water 
was released through system of culverts and lateral spillways into drainage area of adjacent lowland towards the pump-
ing station in Hraň [2].

Figure 1. The area of interest – the Trnávka River
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There were several floods during last years in this region, example for such critical situation was the flood in May 
2010 when all neighbouring rivers and streams have reached their maximum records of water levels and discharges, 
as well. Critical situation during this flood occurred mainly on the Ondava River (dam breach of right-hand protec-
tion dyke (rkm 10,100 and left-hand protection dyke (rkm 12,800) as well as on the Trnávka River (number of dam 
breaches of left-hand protection dyke in rkm 5,500; 8,970; 9,030 and 16,100) [2].

Figure 2. The bridge with historical flood gate on the Trnávka River in Hraň, rkm 0,270 (1886)

2. Methods
For flood protection solution all necessary data were obtained from the local administrator of the Trnávka and Ondava 
river basins – Slovak Water Management Enterprise (SWME), direction in TrebiŠov. They consist of morphology 
of the Trnávka River as cross sections and longitudinal slope of the river bed, parameters of protection dams and all 
operational structures on the stream. One of them is a culvert for releasing surplus water directly into drainage channel 
(Figure 3). The culvert was one of the structures which was considered at the analysis of possible flood protection 
solution of the TrebiŠov city. The capacity of it is approx. Q = 16 m3. s–1. Although, morphologic data were available, it 
was necessary to append them by own in situ measurements for proper calibration process of the utilized mathematical 
model. Hydrological data for the solution were obtained from Slovak Hydro-meteorological Institute (SHMI). They 
concerned primarily the flood situation in the year 2010. There were three flood situations, the most serious was in May 
2010, (Figure 4, in the middle). The value has reached almost Q50.
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Figure 3. Culvert on the Trnávka River, rkm 9,380 (photo Mydla)

Figure 4. Water stage course in profile Trnávka – Paričov during the flood period in 2010

The green, yellow and red line in Figure 4 represents the first, second and third stage of flood protection activity on the 
Trnávka River. The mathematical modelling itself involved steady and unsteady calculation using HEC-RAS modelling 
software [3]. For water level transfer in the Trnávka river bed the 1-D version of the modelling tool in steady conditions 
was applied to determine the capacity of the Trnávka River bed [4], [5]. 

Next step was the analysis of unsteady conditions during the flood situation to determine the water level altitude with 
no use of flood protection measures. This analysis was consequently integrated by 2-D mathematical modelling of 
released surface water through mentioned lateral structures as culverts or spillways into the adjacent lowland region. 

3. Results and discussion
Using the calibrated coupled 1-D and 2-D mathematical model several flood protection measures have been introduced, 
hydraulically analysed and evaluated from water level transformation point of view [5]. Some of the modelling results 
are shown in Figure 5 and Figure 6.
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Figure 5. Discharge course through culverts – closed flood gate (Figure 2)

The graph in Figure 5 illustrates the course of the discharge of released water through the culvert in rkm 9,380 and 
the culvert in front of the flood gate (rkm 0,270, Figure 2) on the Trnávka River. The flood gate to the Ondava River 
is closed and the water is flowing towards the main drainage channel of the Hraň pumping station (Q = 8,2 m3. s–1) 
as well as auxiliary pumping station Július (Q = 5,64 m3.s–1). The volume of the released water was determined 
V = 3,64 mil. m3 and it could be pumped into the Ondava River approximately within three days.

 The graph in Figure 6 illustrates the same situation, i.e. the discharge of released water through the culvert in rkm 
9,380 and the culvert in front of the flood gate (rkm 0,270, Figure 2). The only difference is that the flood gate on the 
Trnávka River is open. The released volume of water in this case was determined V = 1,99 mil. m3. It could be pumped 
through Hraň pumping station into the Ondava River approximately within 1,7 days. 

Figure 6. Discharge course through culverts – open flood gate (Figure 2)

The released water is stored in adjacent area and diverted towards the Hraň pumping station. Flooded area is illustrated 
in Figure 7.
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Figure 6. Flooded area at Q20 flood wave, left side – open flood gate, right side – closed flood gate

According to hydraulic analysis additional flood protection measures have been introduced into the prognosis and they 
have been analysed and evaluated. From the results of the analysis came out alternatives of flood protection measures 
which seemed to be most appropriate from flood wave transformation point of view. Evaluation of all alternatives con-
cerned the real flood wave course from year 2010 which was evaluated as a wave with culmination at Q50 = 55 m3. s–1. 
When introducing the fact that protection dams of the Trnávka River are protecting the TrebiŠov city to maximum 
discharge of Q20 = 34 m3. s-1, it is necessary really to find out proper measures for safety run-off of similar flood waves. 

4. Conclusion
The Trebišov city is protected against floods of Q20 value what is really insufficient for a county city. Therefore, authors 
strive to find a solution to increase the flood protection of the city using hydraulic analysis by mathematical modelling 
of water level and discharge regime of the Trnávka River. For the effort the 1-D and 2-D HEC–mathematical model 
was used to evaluate proposed flood protection measures from hydrological point of view. The goal was to increase 
the flood protection at least up to Q50 value what was the flood situation in May 2010. Considering the possibility to 
release the surplus water into the lowland region on the left side of the Trnávka River (mostly with no agricultural 
production, Figure 1), the main effort was concentrated to such solutions. There are existing culverts and lateral spill-
ways which can help to handle the flood situation but it seems to be insufficient. Therefore, additional lateral spillways 
have been introduced into the analysis with the possibility to divert the surplus water into the drainage channels in the 
region between the Ondava River and the Trnávka River and towards pumping stations of internal water. The proposed 
measures were discussed with the SWME administrator and were in full conformity with water management planning 
of the SWME in this region.
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Abstract 
Most of the sewerage systems in N. Macedonia is said to be separation, but in reality, they are most often combined 
systems where in the fecal sewerage system there are large number of connections from the storm sewer system, 
which practically in case of heavy rain with low intensity occurs overflow of the fecal sewage system. Also, with the 
increasing investment in the construction of wastewater treatment plants, the problems with mixing the sewage water 
are problems for the functioning of the treatment plants themselves.

The subject of this paper is to make a hydraulic model using the software package SWMM to determine the hydraulic 
characteristics of a combined sewer system at the appropriate intensity of rain from where will be defined: the maxi-
mum amount of water that will come to the wastewater treatment plant, bottlenecks of the existing network, amount 
of water that will flow through the overflows, points of overflow of the sewerage, etc. The case study that was used to 
create the hydraulic model is for the city of Bitola.

There are various methods for determining the amount of atmospheric water - the authoritative rain that will be used 
for analyzing the existing sewerage or will dimension the future sewerage, and in our country the most commonly 
used method is method of prof. Gorbachev because it is quite useful when the analysis does not use a sophisticated 
mathematical model. However, in this paper a comparative analysis will be made where besides the method of prof. 
Gorbachev will use the Rational Method.

Keywords: sewer network; Method of Prof. Gorbachev, Rational Method, hydraulic analysis, SWMM.

1. Introduction 
The amount of water flow that appears in the stormwater drainage system is highly variable throughout the year. During 
dry periods, it is equal to zero, while during heavy rains its value can be very high. The maximum flow which occurs as 
surface runoff, depends on: hydrometeorological conditions, urban surface relief, slope, type and size of the catchment 
area, hydrogeological composition of the soil, groundwater etc. The stormwater drainage system collects the water 
flows from the natural water processes such as: rainfalls, melting snow, ground water, etc. 

Accurate determination of the amount of water to be accepted by the sewer is important from a functional and eco-
nomic point of view. If the network is undersized, it will not be able to fully accept surface water which would lead 
to water spills on the streets and the formation of watercourses that could in the worst case couse loss of human life. 
Whereas if sewage network is oversized, then we would have unjustifiably spent funds for its construction. That is why 
it is very important to accurately determine the amount of water for sizing the sewer. For that purpose, in this paper will 
be made comparison the results of two methods for defining amount of stormwater.

First method is method of Prof. Gorbachov. In Macedonia, it is most commonly used method because it is quite useful 
when the analysis does not use a sophisticated mathematical model and we have data of average annual rainfall. 

Second method is Rational Method. In the SWMM software a hydraulic model of the sewerage network is made, and 
then the amount of atmospheric water is determined according to the Rational Method. 

This comparison of the obtained results will be made on the existing sewerage system for the city of Bitola.

2. Methods

2.1. Method of Prof. Gorbachov
The method of prof. Gorbachоv is an empirical form for determining the intensity of rain.
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where:
Qatm  – amount of atmospheric water flowing into the canal [l/s]
ΣF – total catchment area for the corresponding move [ha]
qr  – authoritative rain for channel sizing [l/s/ha]
φ – delay coefficient
Ψ – leakage coefficient
It is used in cases when we do not have data on the amount of rain and duration, but when we have only information 
of the average annual rainfall. This method uses the equation for technical intensity of rain

It expresses the dependence between the height of the rain and the duration through the intensity of the rain.

if i =  , then the expressions can be written:  or 

If the intensity is expressed from the last equation, it will be seen that it is inversely proportional to the square root of 
the duration.

The intensity of the rain for a given locality is determined with the help of the average annual precipitation (Hcp) 
according to the equation of prof. Gorbachev.

where:
α  – geographical constant (correction coefficient) which for Macedonia is 0.046
µ  – climatic constant that depends on the average annual rainfall
Hcp  – average annual precipitation [mm]
p  – probability of rain 

2.2. Rational Method
A hydrograph is a graph showing the rate of flow (discharge) versus time past a specific point in a river, channel or 
conduit carrying flow. The peak of the hydrograph is sufficient for design and analysis of the hydraulic model of the 
storm water drainage system, which can be easy calculated using the Rational Method.

Figure 1. Rational Method runoff hydrograph
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The rational method was developed about 130 years ago by Kuichling (1889). This method is applied to urban areas 
up to 15 km2 and uses a simple equation that determines the maximum surface runoff (peak of the runoff hydrograph) 
in a given profile. The equation is 

C is a dimensionless runoff coefficient intended to indicate the amount of runoff generated by the catchment area. The 
value of this coefficient varies between 0.05-0.95, depending on the type of the catchment area.

Storm intensity i [mm/min], depends of duration of the rain and the return period. The relation between the three com-
ponents – storm duration, storm intensity and storm frequency (return interval) is presented by a family of curves called 
the intensity-duration-frequency curves, or IDF curves. 

Time of concentration Tc is the time required for rainfall landing on the farthest point of the watershed to reach the 
watershed outlet. Tc depends of the size, type and shape of the catchment area. 

In Rational Method, storm duration is equal to time of concentration. Therefore hydrograph has triangular shape.

Figure 2. Example for IDF curves

Time of concentration Tc is the time required for rainfall landing on the farthest point of the watershed to reach the 
watershed outlet. Tc depends of the size, type and shape of the catchment area. 

In Rational Method, storm duration is equal to time of concentration. Therefore, hydrograph has triangular shape.

3. Hydraulic model
As a case study that is analyzed is existing combined sewer network for the city of Bitola. The terrain in the city of 
Bitola consists of both steep and flat parts, which is quite convenient to see the differences in the results of the methods 
that will be compared.

The hydraulic model of existing sewerage network was created in the software package “Storm Water Management 
Model” (SWMM).

The data for the manholes and pipes were obtained from the public utility company Niskogradba. 4215 manholes were 
imported. The pipes diameter varies from 200mm to 500 mm for secondary network, while it varies from 500mm to 
2200mm for collectors. The sewerage network consists of 7 main collectors with a length of about 21 km.

The total catchment area is 1025 ha and it is distributed over 32 catchment areas. The 32 catchment areas have a rela-
tively large area, each catchment area is divided by the Thiessen method into a subcatchment area for each manhole, 
i.e. each manhole has its own catchment area to which atmospheric water flows.
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Figure 3. Hydraulic model of the sewerage network in the city of Bitola

The leakage coefficient for each catchment area is determined separately, depending on the percentage of greenery, 
roof, asphalt and concrete. The following leakage coefficients are adopted depending on the type of surface:

• 0.90 – leakage coefficients for roofs
• 0.80 – leakage coefficients for asphalt surface
• 0.70 – leakage coefficients for concrete surface
• 0.25 – leakage coefficients for parks

After previously received information from the public utility, three overflows were inserted in the model, two of which 
were placed on the collector 4, one placed on the collector 3.

The maximum amount of sanitary wastewater for each catchment area is obtained from public utility and it varies from 
0.2 l/s/ha to 2 l/s/ha.

During the hydraulic analysis, rain with a return period of 2 years, intensity of 93.02 l /s/ ha and duration of 20 minutes 
was used.

Figure 4. IDF curve used in SWMM

4. Results and discussion
The amount of atmospheric water obtained by the method of prof. The Gorbachev and SWMM methods differ due to 
the different complexity between these two methods and the number and nature of the input data required for input into 
these two methods. Namely, the SWMM method considerate the slope of the pipes and the topography of the catch-
ment areas, while that data in the method of prof. Gorbachev is contained in the formula for the coefficient of delay 
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with article n, which indirectly considerate the influence of the slope, the shape, the size of the catchment area and the 
slope of the pipe on the size of the runoff. Therefore, for small, steep and elongated catchments, this article, although 
according to the recommendations should be a maximum of 10 in certain parts. The same in this hydraulic model is 
provided with values   up to 15, while for larger and developed catchments this is adopted between 4 and 8 in depending 
on the type, shape, slope and size of the catchment area. For article n values above the recommended ones are adopted, 
in order to get as close as possible to the runoff quantities obtained according to the Rational Method

Table 1. Runoff Quantities
Method Prof. Gorbachov SWMM Compare

Collector Manhole Catchment
Specific 
Runoff 
l/s/ha

Area ф Quantities 
l/s

Quantities 
l/s

SWMM 
– 

Prof. 
Gorbachov

K00 S30 O-K00 93.02 49.97 0.61 97.5 112 14.5

K01

S26 S26

93.02

5.29 0.89 11.8 18 6.2
S25 S25 11.24 0.74 72.6 82 9.4
S32 S32 40.30 0.63 189.7 221 31.3
S32 O-K01 56.83 0.36 169.5 169 –0.5

К02

S07 S07

93.02

17.59 0.70 239.7 295 55.3
S08 S08 22.64 0.68 204.6 226 21.4
S10 S10 20.23 0.47 336.3 382 45.7
S09 S09 30.84 0.65 364.1 465 100.9
S07 S08 17.59 0.70 273.7 330 56.3
S08 S10 40.23 0.63 444.8 563 118.2
S10 S09 60.46 0.60 857.2 908 50.8
S09 MH-1801 91.30 0.57 1130.7 1195 64.3
S14 S14 7.62 0.78 289.9 345 55.1
S15 S15 28.79 0.66 936.9 1268 331.1
S14 S15 7.62 0.78 289.9 318 28.1
S15 MH-1801 36.40 0.64 1154.5 1457 302.5

MH-1801 O-K02 127.71 0.55 2108.5 2499 390.5

K03

S12 S12

93.02

13.12 0.53 333.5 361 27.5
S11 S11 22.37 0.68 752.7 905 152.3
S16 S16 38.06 0.59 1122.5 1133 10.5

MH-3154 O-K03 91.36 0.57 2253.0 2464 211.0

K04

S13 S13

93.02

13.96 0.84 344.7 385 40.3
S17 S17 36.55 0.79 844.1 929 84.9
S18 S18 45.53 0.78 1067.7 1255 187.3
S19 S19 37.27 0.79 834.2 921 86.8
S21 S21 29.00 0.71 741.8 810 68.2
S23 S23 33.01 0.50 503.2 557 53.8
S27 S27 16.88 0.83 68.0 75 7.0
S13 S17 13.96 0.84 344.7 373 28.3
S17 S18 50.51 0.77 493.3 611 117.7
S18 S19 113.62 0.73 1130.2 1444 313.8
S19 S21 150.90 0.72 1841.3 2176 334.7
S21 S27 167.78 0.71 2326.2 2902 575.8
S27 S23 184.66 0.71 2683.2 2948 264.8
S23 O-K04 217.67 0.51 2086.6 2483 396.4

K05 S28 O-K05 93.02 143.96 0.19 170.8 191 20.2
K06 S29 O-K06 93.02 129.84 0.30 89.6 27 –62.6
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From the obtained results it can be concluded that in the places where we have steep terrain, according to the SWMM 
method we have a higher flow, while in the plain parts we have a higher flow according to the method of prof. Gor-
bachev. These two cases are significantly more pronounced when we have a steep slope and small and elongated 
catchments, while large circular catchments and a slight slope produce approximately the same amount of atmospheric 
water.

5. Conclusion
The method of prof. Gorbachev is an old method, in which a simple formula provides the maximum amount of storm 
water that is needed to dimension the storm sewer. In this method, the topographic characteristics of the catchment area 
are not taken as a whole, but are expressed through article n of the delay coefficient, so when we analyze storm water 
for settlements with large variation of slope, size and shape of the catchment area, we will get unrealistic quantities of 
storm water at certain parts of sewer network.

SWMM is a modern method of determining the amount of storm water, which with the help of the power of computers 
can very quickly simulate storm water, turning it from rain into canal water, taking into account the topography of the 
terrain, the slope of the canals, the type of surface, etc. The advantage of this method that can solve very complex sewer 
networks and in a very easy way to make changes in them. The great advantage of this method is that the model can 
be calibrated, i.e the input parameters can be changed and thus we can get a model that works approximately the same 
as the real sewer network.

From the above, it can be concluded that the method of Prof. Gorbachev is an outdated method that can only be used 
for some preliminary calculations in order to obtain an indicative size of storm water even when we have a smaller 
number of input data. While the SWMM method is a modern tool that requires large data input, but therefore provides 
a realistic simulation of the operation of the sewer system.
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Abstract
Energy efficiency of the water pipeline system is analysed on the physical model of the water supply system through 
the application of the pump with nominal characteristics (unregulated pump) and the same pump controlled by vari-
able frequency drive (frequency regulation). The functional advantage of pump frequency regulation is quantified in 
terms of reducing water loss due to leakage through the circular orifice (crack/opening). The occurrence of leakage 
was simulated by opening a 20 [mm] diameter circular orifice drilled through the pipe wall (polyethylene pipe (PE), 
110/90 [mm]). The influence of pressure change on the leakage outflow in the physical model was also investigated in 
order to find the leakage exponent N1 in the ratio Qi / Q1 = (hi / h1)N1 where Q and h represent the leakage flow and 
the corresponding pressure head. The results of the research showed that frequency regulation of the pump enables 
an average reduction of energy consumption by 16.5% in the case of water demand pattern characteristic for a larger 
agglomeration (city), or by 41.5% in the case of a smaller agglomeration. Furthermore, exponent N1 receives a value 
of ≈ 0.5, indicating only a minor influence of the elastic deformations of the pipe material in the regime of the tested 
pressure head range (20–70 [m]).

Keywords: pump frequency, control, intensity of leakage, water pipeline system, physical model, numerical model, 
pressure and flow measurements.

1. Introduction
Pumps are often used in public water supply without any motor speed control, with flow being mostly regulated by 
valves (dissipation of mechanical energy). The other most common ways are by using a bypass (increasing the flow 
rate for lower output pressure) or reducing (cutting, installing a smaller) pump rotor. The pump, according to the usual 
design solutions, operates at full capacity in the nominal operating mode (maximum efficiency coefficient).

Considering that water supply systems are characterized by the fluctuation of user demand throughout the day, while the 
prescribed minimum pressure in the system due to firefighting requirements should be achieved with the least possible 
temporal and spatial fluctuations in flow. Thus, the application of a speed-controlled pump enables the possibility of con-
siderable energy savings, especially in the case of direct water supply systems (pump energy consumption proportional 
to the third power of pump revolutions per minute [1]). Variable frequency drive controls the motor speed in such a way 
that the fixed values of the input voltage and frequency are transformed into variable ones. In addition to saving energy 
for the operation of the pump itself, the application of frequency control also achieves indirect benefits such as reducing 
the intensity of water hammer and water leakage (water losses).

Water supply systems are subject to aging and usually increasing water demands at the same time. Water losses reach 
alarm value in agglomerations around the world, somewhere more than 70% [2]. Water losses through pipe cracks have 
been recognized as a major cause of mismanagement of available water resources [3], which has led to the development 
of leak detection techniques [4].

In the last two to three decades, detection techniques have been developed and applied for the non-stationary (acoustic 
detection, transient analysis) or stationary (mass balance, inverse stationary) flow regime analysis [3], [5], [6], [7], [8], 
[9], [10]. Also, many studies clearly indicate an increase in number of pipe cracks with an increasing pressure in the 
system [11].

The intensity of leakage through a small orifice is traditionally described by equation [12], [13]:

(1)

where: QS represents orifice leakage discharge, Cd orifice discharge coefficient, AS size of orifice area, and g the grav-
itational acceleration.

The value of Cd depends primarily on the orifice shape, the pressure, and the flow velocity in the pipe. According to the 
results of a study [14] for a circular orifice and a wider range of velocities in the pipe (0.4 - 2.0 m/s), at pressure head 
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greater than 20 m, the coefficient Cd maintains approximately a constant value of 0.65. According to older study [15], 
for circular orifice with a surface area less than 20% of pipe flowing surface, and a flow that entirely flows out through 
the orifice, Cd is 0.62. Admittedly, the Cd also depends on the Reynolds number (Re), but for Re > 8000 in the orifice 
profile, Cd value remains constant.

Within the application of Eq(1), it is commonly assumed that the area of leakage orifice AS is independent of the pres-
sure. However, the results of laboratory testing presented in the [16], [17], [18] show that an increase in pressure above 
a certain value also causes an increase in the leakage surface of the crack. In view of the above, Eq(1) does not repre-
sent a suitable model for the relationship between the pressure and the flow rate through a real crack. Therefore [2], 
[19], [20], [21], [22] proposed the power equation, Eq(2), as a more advanced option for describing the relation Q – h:

(2)

where: C is a discharge coefficient, N1 leakage exponent, QS1, QS2 leakage discharge at pressure heads h1 and h2.

Mathematically speaking, Eq(2) is a generalization of the leakage equation through a small opening (Eq(1)) with the possi-
bility of adopting N1 values other than 0.5. The drawback of Eq(2) is contained in the dependence of C and N1 on the system 
pressure.

The results of individual studies [23] have shown that the corresponding N1 value for the real pipeline system can signifi-
cantly exceed the value of 0.5, and that it usually varies between 0.5 and 2.79, with a median of 1.15. These results suggest 
that leakage flow rate is highly dependent on the pressure in the water supply network, and that the strategy of water loss 
management should concentrate on finding the possibility of maintaining minimum system pressures. For example, if the 
value of the exponent is N1 = 2.5, reducing the pressure by half will result in 82% reduction of leakage flow rate.

Pipe material significantly influences the intensity of leakage at the points of crack through the difference in the geometric 
shapes of the cracks and their expansion rate (elastic or elastoplastic deformation of the pipeline) at increased pressure.

The analysis of pressure effect on the water leakage loss through the crack was also performed using numerical modelling 
[24] assuming linear elastic behaviour of the pipe material (PVC, cast iron - ductile iron, and asbestos cement). A key con-
clusion of the study is to recognize the linear relationship between the leakage flow rate increase and the pressure in the pipe 
what is presented in Eq(3):

(3)

where: c = Cd AS (2g)1/2, d = Cd m (2g)1/2 with AS the leakage surface of the crack at low pressure condition (h = 0) 
and m the parameter dependent on crack geometry.

In the case of pipe made of viscoelastic material, it is necessary to modify the previous equation into a form with a cor-
responding participation of the elastic and viscous member, thereby obtaining a viscoelastic model [25].

The aim of the research in this paper is to quantify the increase in energy efficiency and the reduction of water losses 
through the application of a frequency-controlled pump in a pressured pipeline system compared to the application of 
an unregulated pump. Details of physical model of the pressured system installed in the laboratory are given in Section 
0. The Section 0 presents the results of the performed experiments, and the conclusions of the conducted research are 
given in the final section.

2. Materials and methods
The physical model of the pressured pipe system was made in the Hydraulic Laboratory of the Faculty of Civil Engi-
neering, University of Zagreb. A schematic is given in Figure 1, and some photographs of the device are presented 
in Figure 2. The horizontally positioned pump drive shaft is chosen as reference geodetic “0” level. Water surface 
elevation in the underground channel is at -1.5 [m]. The suction pipe of the pump is submerged up to –1.75 [m]. The 
pump is installed with power PP = 15.55 [kW] and nominal characteristics QP = 36 [m3/h] (10 [l/s]), HP = 70 [m] at 
n = 3000 [rpm] (Etanorm ETN, 065-040-250, KSB manufacturer). The model of pressure system contains several typi-
cal fitting elements (air vents and reduction valves, plate valves, elbows ...). The pressured system is made up of a series 
of short pipes with a diameter of 110 = 110/90 mm, cast iron (ductile iron), asbestos and PE (Figure 2). At the PE pipe 
section, a circular orifice (model crack) of diameter d0 = 20 mm was drilled, and a nozzle with a built-in plate valve to 
regulate the leakage was applied (Figure 2). By closing the plate valve, the leakage surface of the orifice (model crack) 
is reduced, and its shape is changed (change in the geometry of circular opening).
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Figure 1. Schematic ground plan of the pressured pipeline system

The pump pressure head gain values HP are read directly from the pump. Pressure head data at positions P1 and 
P2 (Figure 1) were obtained with pressure gauges connected to the data acquisition (logger) system of the PDL-AG 
manufactured by SMTech (Figure 2). The sampling frequency is 20 Hz. Flow measurement was performed with an 
FLUXUS F601 ultrasonic meter (manufactured by Flexim), at positions Q1 and Q2 (Figure 1, Figure 2). The data on 
pump motor power PP are read directly from the pump display.

Figure 2. Pressured pipeline system installed at the Hydraulic Laboratory of the Faculty of Civil Engineering, University of Zagreb 
(a – pump at the inflow section of physical model, b – part of pipeline with nozzle and plate valve to regulate leakage through 

opening-crack, c – acquisition system controls for dynamic pressure and flow measurement)

3. Results and discussion

3.1. Measurements of pump performance
Initial (reference) measurement was performed by setting the appropriate pump speed (n = 2100, 2400, 2700, 
3000 [rpm]) with the fully closed valve Z3 at the end of the pressure pipeline. The plate valve Z3 is then opened to 
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reach stationary conditions with flow rate QP = 1, 2, 3, 4, 5 and 6 [l/s] (flow rate reading at position Q1, Figure 1). Valve 
Z2 is closed (there is no leak at the point of model orifice – crack) and valve Z1 is open. After a constant flow through 
the pipeline is obtained, the values   of pump height HP and applied pump power PP are read from the pump display. 
The measured values   are documented in the form of characteristic QP – HP, PP – QP and η – QP curves (Figure 3). 
The efficiency coefficient was calculated as η = ρ g QP HP / PP (adopted ρ = 999 [kg/m3]). The efficiency coefficient 
η extends from 17% at a flow rate of QP = 1 [l/s] to 53% at a flow rate of QP = 6 [l/s], approximately independent of 
the pump rotor speed. It should be noted that the model design of the pressured system did not allow the application of 
a flow rate greater than 6 [l/s], primarily due to the occurrence of a pressure head lower than –8.5 [m] of water column 
on the suction part of the pump.

Figure 3. Performance of the Etanorm ETN pump, 065-040-250 (KSB manufacturer), in the flow range 1–6 [l/s]

3.2. Power consumption for different water demand using a pump without / with frequency control
The pump energy consumption was analysed for two characteristic water supply scenarios according to different water 
demand patterns, i.e., daily water consumption regimes for smaller and larger agglomeration during one day (Figure 4). 
In the first scenario, the pump was used without frequency control (constant pump rotor speed n = 3000 [rpm]), while 
in the second scenario, the same pump was used with frequency control. The required condition (for firefighting 
requirements) is that the pressure at the position of the pressure gauge P2 must not fall below 250 [m] of water column. 
Due to the limitation of the maximum pump flow rate (see Section 0), a discharge of 6 [l/s] was used for the peak hour 
of consumption, and for other hours the discharge rates were normalized to this value (Figure 5).

In Experiments 1–6 (Table 2) the pump rotor speed was constant (n = 3000 [rpm]) and the valve Z3 at the end of the 
pipeline was opened until the desired flow was achieved (QP = 1, 2, 3, 4, 5 and 6 [l/s]), respecting the condition of 
minimum permissible pressure head (25 [m]) at position P2. The pressure was measured at the pressure gauge positions 
P1 and P2. In order to simulate the friction and local losses occurring in the real pressured pipeline system, partial 
closure of the Z1 valve was performed. This action generates local losses of the required intensity to achieve 25 [m] 
pressure head at the hour of peak consumption. During experiments 1 – 6, the degree of closure of valve Z1 does not 
change and the valve Z2 remains fully closed (no cracks).

Figure 4. Characteristic distribution of consumption needs intensity during the day for a small and large agglomeration
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Figure 5. Characteristic distribution of consumption needs intensity during the day for a small and large agglomeration by 
normalizing to a peak consumption value of 6 [l/s]

In Experiments 7–12 (Table 2), the rotation speed of the pump rotor was variable (n = 2100–3000 rpm) and selected 
according to the desired discharge (QP = 1, 2, 3, 4, 5 and 6 [l/s]), maintaining the set condition of minimum pressure 
head (25 [m]) at the position of the pressure gauge P2. The degree of closure of valve Z1 was the same as in Experi-
ments 1–6. The valve Z2 was completely closed (no cracks).

Applying the measured QP – PP ratios (Table 2, Table 3) and the previously adopted distribution of consumption 
intensities during the day for the two analysed scenarios (formally: scenario 1 – small agglomeration, scenario 2 – 
large agglomeration, Figure 5), the corresponding energy distribution for pump operation during the day was obtained 
(Figure 6).

Table 2. Measured pressure heads at positions P1 and P2, flow rate in pipeline QP and pump power PP used for 
experiments 1–6 (without pump frequency control)

Exp.
n h(P1) h(P2) QP QS QIZ PP

[rpm] [m] [m] [l/s] [l/s] [l/s] [kW]

1 3000 65.0 62.0 1.00 0.00 1.00 4.91

2 3000 65.0 60.0 2.00 0.00 2.00 5.5

3 3000 65.0 55.0 3.00 0.00 3.00 6.05

4 3000 64.0 49.0 4.00 0.00 4.00 6.72

5 3000 61.0 36.0 5.00 0.00 5.00 7.34

6 3000 59.0 25.0 6.00 0.00 6.00 7.92

Figure 6 shows that the application of pump frequency control enables higher increase of energy efficiency in sce-
nario 1 when compared to scenario 2. The reason is that in the case of larger agglomeration, consumption close to the 
peak occurs over a longer period (from 7h to 22h, Figure 4 and Figure 5), in which the nominal operation pump with 
3000 [rpm] is required to achieve the desired pressure head of 25 [m]. The main contribution to the reduction of energy 
consumption is made between 22h and 6h, with a total daily reduction of energy consumption by 16.5% in scenario 2.

The benefit of applying frequency control is more pronounced in the case of scenario 1 (Figure 6), where a total daily 
reduction in energy consumption reaches 41.5%.

Table 3. Measured pressure heads at positions P1 and P2, flow rate in pipeline QP and pump power PP used for 
experiments 7–12 (with pump frequency control)

Exp.
N h(P1) h(P2) QP QS QIZ PP

[rpm] [m] [m] [l/s] [l/s] [l/s] [kW]

7 2100 28.0 25.0 1.00 0.00 1 1.87

8 2100 30.0 25.0 2.00 0.00 2.00 2.43

9 2250 34.0 25.0 3.00 0.00 3.00 3.19

10 2490 41.0 25.0 4.00 0.00 4.00 4.44

11 2790 51.0 25.0 5.00 0.00 5.00 6.3

12 3000 59.0 25.0 6.00 0.00 6.00 7.92
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a)

b)

 Figure 6. Daily distribution of energy consumption intensity for pump operation during the day in scenario 1 and 2  
(a – without frequency control, down – b frequency control)

3.3. Measurements in the operation condition with the presence of a crack
In Experiment 13 (Table 4), hydraulic characteristics of the system were monitored for a leakage occurring at a time of 
low consumption of 1 [l/s] (without frequency control, pump at 3000 [rpm]). The leakage was simulated by partially 
opening the plate valve Z2 (see Figure 1) in the nozzle connected to a 20 [mm] diameter circular orifice (crack) by 
partially opening the leakage area is 1/5 of the total circular orifice area, or 6.3E-5 [m2]. The degree of closure of valve 
Z1 was the same as in Experiments 1–12. The measured flowrate QIZ at position Q2 refers to the pipe section after 
the leakage and represents an imposed consumption of 1 [l/s]. The pump flow rate QP is measured at position Q1 and 
refers to the pipe section before leakage. It includes the leakage flowrate QS and outgoing flowrate at the end of model 
pipeline QIZ. Therefore, the leakage flow rate QS was calculated as the difference QS = QP – QIZ.

The conditions in Experiment 14 (Table 4) differ from the conditions in Experiment 13. The pump motor speed is 
2100 [rpm], resulting with a pressure head of 25 m at a pressure gauge position P2. The degree of closure of valves 
Z1 and Z2, along with discharge QIZ are the same as in the case of Experiment 13.

Table 4. Measured pressure heads at positions P1 and P2, flow rates in pipeline QP, QIZ, QS and pump power PP for 
experiments 13 and 14 (leakage appearance)

Exp.
N h(P1) h(P2) QP QS QIZ PP

[rpm] [m] [m] [l/s] [l/s] [l/s] [kW]

13 3000 65.0 60.0 2.00 1.00 1.00 5.42

14 2100 30.0 25.0 1.65 0.65 1.00 2.35

The results in Table 4 show that the leakage intensity QS decreases with the square root of the pressure ratio at position 
P2 (just before the leakage point), what agrees with Eq(1). Frequency control of the pump reduces the leakage intensity 
by 35%. It should be noted that the measured pressure data h(P2) allows the calculation of the discharge coefficient for 
the model leakage orifice based on Eq(1) resulting in a value of Cd = 0.47.

In a view of the given comment on the possible occurrence of pipe and crack elastic deformations (see Section 0), 
additional experiments have been made to determine the appropriate value of the exponent N1 (Experiments 15–36, 
Table 5). If elastic deformations are present, Eq(1) is no longer valid, and it is suggested to use Eq(2) and Eq(3). Fur-
thermore, exponent N1 in Eq(2) does not take the value 0.5. In experiments 15–36, the rotation speed of the pump var-
ies from 1500 to 3000 [rpm], along with the damping rate on the reduction valve. Manipulation of the reduction valve 
enables controlled incremental variation of pressure head h(P2) at position P2 in the desired range 20–70 m (Table 5). 
The plate valve Z2 is positioned to provide a leak area of 1.6E-4 [m2] (50% of the total drilled circular orifice). The 
valve Z3 at the end of the pipeline is completely closed, so the flow rate through the pipeline QP corresponds to the 
leakage flow rate (QP = QS). The pairs of measured leakage flow rates QS-i and the associated pressure heads h(P2-i) 
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at position P2 are recorded where i = 15, 16,…, 36 represents the experiment number. Figure 4 shows the graphical 
interpenetration of the measured ratios QS-i/QS-15 = (hP2-i/hP2-15)N1 for experiments 15–36. The curves obtained by 
using the values N1 = 0.5 and 0.75 are also shown in addition to the measured QS-i / QS-15 = (hP2-i / hP2-15)N1 points.

Figure 7. Measured dependence of QS-i / QS-15 ratio on hP2-i / hP2-15 ratio for experiments 15–36, and 
QS-i / QS-15 = f (hP2-i / hP2-15)N1 curves with adopted values N1 = 0.5 and 0.75

Table 5. Measured pressure heads hP2-i at position P2 and pipeline flow rates QP-i for experiments 15–36

Exp.
hP2-i QP-i = QS-i QS-i / QS-15 hP2-i / hP2-15

[m] [l/s] [1] [1]

15 67.0 3.00 – –

16 65.0 2.98 0.99 0.97

17 63.0 2.93 0.98 0.94

18 62.0 2.89 0.96 0.93

19 61.0 2.86 0.95 0.91

20 60.0 2.84 0.95 0.90

21 59.0 2.81 0.94 0.88

22 58.0 2.79 0.93 0.87

23 57.0 2.77 0.92 0.85

24 53.0 2.69 0.90 0.79

25 51.0 2.67 0.89 0.76

26 48.0 2.56 0.85 0.72

27 44.0 2.48 0.83 0.66

28 40.0 2.38 0.79 0.60

29 36.0 2.25 0.75 0.54

30 32.0 2.14 0.71 0.48

31 29.0 2.07 0.69 0.43

32 26.0 1.95 0.65 0.39

33 23.0 1.85 0.62 0.34

34 20.0 1.74 0.58 0.30

35 18.0 1.65 0.55 0.26

4. Conclusions
The energy consumption for the operation of the pump with and without the application of variable frequency drive 
during the variation of daily consumption was analysed on the laboratory physical model of the pressure pipeline sys-
tem. A minimum pressure head of 25 [m] has been adopted as the additional functionality criterion of the pipeline. The 
measurement also defines the Q – H, P – Q and η - Q curves for the used pump (nominal characteristics Hn = 70 [m], 
Qn = 10 [l/s], n = 3000 [rpm]). Furthermore, experiments were conducted to analyse the influence of the pump fre-
quency regulation and pipe pressure change on the reduction of leakage intensity.
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The results of the study showed that in the case of scenario 2 (small agglomeration), the application of frequency reg-
ulation allows for an increase in energy efficiency of 16.5%, while in the case of scenario 1 (large agglomeration), the 
energy efficiency is increased by 41.5%. Furthermore, by applying frequency control, a 35% reduction in leakage flow 
rate is achieved. In addition, the measurement results showed that the exponent N1 in the relation Qi / Q1 = (hi / h1)
N1 take a value of 0.5 in the range of investigated pressures heads from 20 [m] to 70 [m], indicating a negligible effect 
of pipe and leakage opening elastic deformations.
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Abstract
An analysis of the impulsive pressure load on the underside of the deck of a complex caisson structure caused by 
wind waves was conducted. The measurements obtained with the physical model are compared with the numerical 
FLOW-3D model simulation results and the maximum pressure values obtained by applying empirical expressions 
based on linear wave theory. FLOW-3D model results fit the measurements better where such an approach allows the 
analysis of pressure dynamics at any structure point. This opens the possibility of targeted modification of the design 
solutions at the early design stages.

Keywords: wind waves, impulsive pressure load, horizontal deck, physical model, numerical model, empirical model.

1. Introduction
Wind waves are subject to significant deformation during their convection through a complex caisson-type coastal 
structure (Figure 1.c). This deformation is primarily related to the mechanisms of viscous dissipation and wave break-
ing. As the wave travels along the embankment armour below the deck structure, the wave contour reaches the under-
side of the deck and generates the impulsive pressure load. This impulsive pressure has a local loading effect of short 
duration and greatly exceeds the usual hydrostatic loads [1]. Due to this local effect, the stability of the whole deck 
may not necessarily need to be compromised, while in the design phase it is crucial to define the parts of the element 
exposed to such impulsive loads [2].

This topic was discussed on a theoretical mathematical basis in [3], [4], [5], where the obtained results agreed well 
with experimental measurements on two-dimensional physical models. The effect of a vertical force on a flat plate 
generated by monochromatic waves was studied using physical models developed by ElGharmy [6], Denson and Priest 
[7], Broughton and Horn [8], Shih and Anastasiou [9], and Tomazis et al [10], where the latter research presented the 
empirical formulas with the wave heights and the vertical distance between the still water and the underside of the plate 
as the two inputs. Kaplan [11] extended the previous theoretical models, while Isaacson et al [12] presented the dimen-
sionless relationships between vertical forces, wave height, period, length and steepness, and plate geometry. Tirindelli 
et al [13] and Cuomo et al [14] developed a physical model and analysed the relationship between quasi-static and 
impulsive pressure loads on the front and middle parts of the plate, while air compression affecting the wave-induced 
impulsive pressures was studied by Martinelli et al [15]. The results of these studies have been adopted in engineering 
practice to define simple formulas for design load analysis [16], [17].

In this paper, we are concerned with comparing the results of physical model measurements with numerical model 
simulations and those derived from empirical models for estimating the impulsive pressure load in wind waves on 
horizontal plates. Both the physical and numerical models were developed considering the real geometry of a deck 
structure integrated as part of a caisson type dock. Here, the geometry of a container terminal that is an integral part of 
the port of Rijeka is analysed (Figure 1.b, Zagreb Deep Sea Container Terminal [18]). It is important to note that the 
terminal construction shown Figure 1.c has a more complex geometry and wave field at the underside of the deck than 
the plates and decks discussed in the previous studies. The measured pressure field obtained from the physical model 
provides a reference value for analysing the performance of the newly developed FLOW-3D numerical model as well 
as the existing empirical or combined numerical-empirical models for the same parameter.

2. Methods

2.1. Designed terminal construction and wind wave characteristics
The Zagreb Deep Sea Container Terminal was recently built in the port of Rijeka (Figure 1) and its shoreline is 700 [m] 
long with a maximum width of 180 [m] perpendicular to the shoreline. A reinforced concrete deck is placed upon 

mailto:tin.kulic@grad.unizg.hr
mailto:hanna.milicevic@grad.unizg.hr
mailto:goran.loncar@grad.unizg.hr
mailto:katarina.licht@grad.unizg.hr
mailto:katarina.licht@grad.unizg.hr


125Articles

a caisson structure arranged in several rows and columns. Stone armouring is installed between the caisson walls to 
dissipate wave energy. One of the preparatory activities in the design of the container terminal was the analysis of 
a deep-sea wind wave climate in the study area. In this study, the wave parameters for the critical wind wave direction 
is presented (Figure 1.b). These wave characteristics are adopted as boundary conditions for both physical and numer-
ical models.

a) b)

c)

Figure 1. a) Location of Port of Rijeka on the Google Maps plan of middle and north Adriatic Sea, b) plan view of Port of Rijeka on 
Google Satellite with Zagreb Deep Sea Container Terminal (transparent yellow) and a critical wind wave direction (yellow arrow) 

with wave characteristics in deep-sea, c) design plan view and vertical cross sections of the analysed container terminal

2.1. Physical model
A physical model was built at a scale of 1:35 and placed in the flume with a piston-like wave generator that moves 
a 6 [m] wide plate used to form a JONSWAP wave spectrum (g = 3.3, s1 = 0.07, s2 =0.09). This model includes three 
long construction sections consisting of five caisson rows and four shorter sections with two caisson rows (Figure 2).

A total of six capacitance probes are installed in the wave flume (G01 and G02 in front of the wave-generating plate, 
G1-G4 parallel to the outer contour of the caisson structure placed at every 0.1 [m], Figure 2). Probes G2 and G4 are 
installed in front of the caisson walls, while G1 and G3 are installed in front of the spans between the caisson walls. 
The separation of the incident and reflected wave fields is evident from the measurement at probes G01 and G02 using 
the Goda method [19]. The sampling frequency is 40 [Hz] and is the same for all installed probes. The sampling time 
for each experiment is 10 minutes, which corresponds to one hour in real scale. Within this time span, approximately 
600 wave periods are covered to adequately model the stochastic nature of a spectral process. The pressure load on 
the underside of a deck structure is recorded using five Honeywell 26PCBFA6D pressure gauges installed at positions 
P24-P29 (Figure 2). The sampling frequency of the pressure gauges is 1 [kHz] at high water level (+1.45 [m a.s.l.]).
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Figure 2. Physical model front view photo (upper left), 3D schematic (upper right) and a plan view (bottom)

2.2. Empirical models
Within the Kaplan model [11], the relationship between the wave height and vertical distance between the still water 
level and the underside of a deck is considered to be as the most significant factor for the occurrence of the impulsive 
pressure pKap, which is calculated according to the formula:

(1)

where ρ is the density of the sea (a constant of 1028 [kg/m3]), b is the width of the deck structure perpendicular to the 
direction of the incident wave (a constant of 12.3 [m]), l is the width of the deck in line with the direction of the incident 
wave (a constant of 12.3 [m]), c is the propagation velocity of the wave, aw represents the vertical acceleration of a fluid 
particle in the surface streamline, w is the vertical velocity of a fluid particle in the surface streamline, Cd is the drag 
coefficient (a constant equal to 2 according to [11]).

According to the design guidelines presented in [16], [17], it is recommended to use the following expression to calcu-
late the average pressure pdnv on the underside of a deck subjected to wave loading:

(2)

where Cdnv is a dimensionless coefficient which that equals to 10 according to [17]. These empirical models also 
require that the vertical velocity w at the time of contact between the wave profile and underside of the deck structure 
be known (in this study w = 1.44 [m·s–1]). The pdnv represents an average pressure value below the wetted deck sur-
face. A more detailed calculation of this parameter can be found in [17]. The product of the pdnv pressure and the area 
of the wetted deck Adnv gives the total vertical force on deck underside required for the stability calculation. The ratio 
between the impulsive pressures pmng and the mean pressures pdnv is calculated according to Meng [20] and is equal 
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to pmng / pdnv = 2. It is important to mention that according to [20] maximum pressures are expected at the beginning 
of the deck structure. 

2.3. Numerical model for wave deformations
FLOW-3D is a general-purpose model developed by Flow Science Inc [21]. FLOW-3D uses an orthogonal structured 
grid system and allows multiblock grids with nested grids. The fractional area/volume method FAVOR is used for 
modelling complex geometric regions. Several researchers have used the application of FLOW-3D in their research 
on the behaviour of waves over a coastal structure, including [22], [23]. The method used to solve the equations is the 
limited volume method. By formulating the equations governing fluid motion, turbulent models for flow are considered 
when modelled in porous media. The general mass continuity equation in the three directions x, y and z is given in the 
following equation:

(3)

where Vf is the fractional volume open to flow, ρ is the fluid density, RDIF is the turbulent diffusion term and RSOR is 
the mass source. Ax is the fractional area open to flow in the x-direction, Ay and Az are similar area fractions for flow 
in the y and z directions, respectively. The equations of motion for the fluid velocity components (u, v, w) in the three 
coordinate directions are represented with the Navier−Stokes equations with some additional terms given below:

(4)

(5)

(6)

where, (Gx, Gy, Gz) are body accelerations, (fx, fy, fz) are viscous accelerations, (bx, by, bz) represent flow losses in 
porous media or through porous baffles. Gravity acts in the Gz direction. Moreover, f represents the turbulent effect, 
and the value of b is equal to that in Eq(10), where Fd represents the drag coefficient of the porous media and U is the 
macroscopic flow velocity (u, v, w).

(7)

Because of the large porosity of breakwaters and generally in the coarse-grained environments, the flow is turbulent, 
so the original Darcy law cannot be applied. As the Reynolds number increases and the pressure decreases, Darcy’s 
law leaves from the linear condition state. Therefore, Forchheimer equation is used and Fd is calculated based on it:

(8)

where Rep is the pore Reynolds number and D is the particle diameter.

The coefficients A and B are calculated from the following equations described in [25]:

(9)

(10)

In these relations, Dn50 is the diameter of the armour rock and n is the kinematic viscosity. The armour layer is consid-
ered to be rigid. Using the rock diameter for the armour D50 = 0.5 m (according to the project documentation) and cal-
culating the values α = 3.1E+5 and β = 1.72, we obtain A = 1.2E+6 and B = 3.4. The porosity coefficient of the armour 
layer is taken to be 0.3. In this study, the RNG model is used to solve turbulence closure problem. 

The modelling is done by a mesh block and the mesh size of 0.2 [m] is assumed. The total number of cells is 2.16E+5. 
The total length of the model channel (mesh block) is 320 [m]. The 2D model domain includes a vertical profile 
between two rows of caisson walls (Figure 3, Figure 1.c). The bed of the model is defined with a constant level of 
–20.3 [m], while the slope stabilization (porous media) is defined with a slope of 2:3. The still water level is defined 
as +1.4 [m].
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The boundary conditions for the net block include irregular waves at the block entrance, the boundary condition of 
symmetry above the block and at the lateral sides, while at the bottom and at the end of the block the boundary condi-
tion is selected as a wall. The boundary of the irregular wave input is user-defined (JONSWAP wave energy spectrum) 
with prescribed series of angular frequencies of the waves (in rad/time) and the corresponding energy values (Figure 4). 
Active absorption is used to avoid reflections at the boundary of wave generation. The model has a simulation time of 
600 [s].

Figure 3. Numerical model mesh (vertical profile between the two rows of caisson walls) at the edge of the modelled construction

Figure 4. Used JONSWAP spectrum (HS = 3.6 [m], TP = 5.9 [s], γ = 3.3 ; fmin = 0.08, fmax = 0.5, s1 = 0.07, s2 =0.09)

4. Results and discussion
This chapter provides an overview and comparison of results obtained from physical model measurements, empirical 
expressions used to calculate maximum pressure and numerical model simulations.

The physical model results are presented using the extracted reflection coefficients obtained from the measurements at 
probes G1-G4 (Table 2) and a sequence of measured pressure time series at gauge P24 during the wave from the SW 
direction in Figure 5. It can be seen that the maximum recorded pressure is 26.7 [kPa].

Table 1. Reflection coefficient obtained from measurements on G1-G4 probes (see Figure 2)

Kr At Position [-]

G1 G2 G3 G4

0.23 0.30 0.26 0.29
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Figure 5. Pressure time series measured on P24 manometer

Within Kaplan’s empirical model [11], the kinematic parameters c, w, and aw were estimated based on linear wave 
theory with a wave amplitude ηS equal to HS / 2 = 1.8 [m] and a wave period of T = TP = 5.9 [s] (see Figure 1). The 
vertical velocity w and acceleration aw are calculated for the moment when the wave profile reaches the underside of 
a deck (+2.64 [m a.s.l.]) at a still water level of 1.45 [m a.s.l.]). The following values are considered for a wave profile:

- η = 2.64 – 1.45 = 1.19 [m],
- c = 9.2 [m·s–1], 
- w = 1.44 [m·s–1], 
- aw = –1.34 [m·s–2].

The application of this empirical model neglects many processes that occur in a realistic physical environment of 
a real harbour basin (such as overtopping, the reflection off the walls and embankment armour between the elements 
of the caisson structure). When the above values for c, w and aw are substituted into Eq(2), an impulsive pressure 
of pKap = 22.1 [kPa] is obtained. The second empirical model recommended by [16] and [17] yields a lower maxi-
mum pressure, referred to as the impulsive pressure pmng. As explained in Section 0, the impulsive pressure pmng is 
21.3 [kPa] when w = 1.44 [m·s–1] and Cdnv = 10 are substituted into Eq(5) and the ratio pmng / pdnv = 2 is considered. 

The pressure change within the vicinity of the numerical model was extracted at five locations at the underside of the 
deck (P1–P5, +2.6 [m], Figure 3) and is shown in Figure 6. Location P3 corresponds to pressure change P24, which is 
installed as part of the physical model. The dynamics of the surface elevation is extracted at the coordinate x = 50 [m] 
of the modelled flume (Figure 6). 

Figure 6. Pressure time series at the P1-P5 and surface elevation dynamics at the coordinate x = 50 [m] of the modelled flume

The same parameter is shown at x = 250–320 [m] in Figure 7. This detail shows the occurrence of wave breakage 
upstream of the modelled construction of the terminal, overtopping of the upper deck surface, and wave propagation 
in a zone below the deck. Figure 4 gives a general overview of the flow velocity field in a whole model domain at the 
beginning of the simulation at t = 91 [s].
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Figure 7. Pressure field expressed in [Pa] during simulation time t = 91–97 [s] with time step of 1 [s]

A general pattern of pressure reduction from the deck face (x = 280 [m]) to its contact with a wall (x = 320 [m]) is evi-
dent. The maximum modelled pressure at P1 is 44.1 [kPa], at P2 34.6 [kPa], at P3 26.7 [kPa], at P4 9.4 [kPa]. P5 shows 
the increase of the maximum pressure (29.6 [kPa]), which is due to the fact that the progression of the wave profile is 
prevented by a vertical wall at the end of the embankment (known as sloshing).

Figure 8. Flow velocity field expressed in [m·s-1] at t = 91 [s]
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5. Conclusion
This work addressed the problem of the effect of pulsating pressure loads generated by wind-gravity waves on the 
underside of a deck structure constructed as part of a container terminal. Reference values for the pressure at the 
underside of the deck were obtained by taking measurements on a physical model. These values were compared with 
the results of the two empirical models, where the kinematic parameters of a wave profile were calculated according to 
a linear wave theory. In addition, the measurements were compared with the results of the numerical model simulations 
FLOW-3D. As a result, the following conclusions can be drawn:

• The use of linear wave theory to estimate the kinematic coefficients of a wave profile allows the calculation of a sin-
gle maximum momentum pressure without providing information about the spatial distribution of pressures on the 
underside of the deck.

• Empirical models underestimate the measured values of maximum impulsive pressure by 17% according to the 
empirical model of Kaplan [11] and 20% according to the recommendations of USACE [16] and Det Norske Veritas 
[17]. 

• The simulations with the numerical model FLOW-3D resulted in equivalent maximum impact pressures as the ref-
erence values from the measurements of the physical model.

• The position P1 in the numerical model shows the highest pulsating pressures (see Figure 3, Figure 7), whose values 
decrease with increasing position of the plate (x-coordinate in the model domain). Such mechanism is mainly influ-
enced by the dissipation of wave energy during contact with the embankment armour. At position P5, this pressure 
increases due to the sloshing effect.

By developing a numerical model in software such as FLOW-3D, spatio-temporal tracking of changes in all calculated 
hydraulic parameters is made possible, providing insight into the wave breaking process, overtopping of a deck, and 
wave propagation beneath the deck. Such continuous tracking of wind wave dynamics and their interaction with rigid 
structures brings a great advantage, as critical areas or locations of extreme pressure loading can be easily identified 
during the design phase. This reduces the possibility of incorrect placement of certain structures in wave-affected envi-
ronments during the construction phase and has a highly beneficial financial effect.
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Abstract
The efficiency of polyaluminium chloride PAX18 and PAX-XL19 coagulant agents during pilot‐scale experiments in 
a drinking water treatment plant Rozgrund was studied. These coagulants have not been used in the Rozgrund water 
treatment plant till now. The original surface water treatment technology was designed for aluminium sulfate. Within 
coagulation tests the turbidity, colour, chemical oxygen demand (CODMn), the residual aluminium concentration and 
other parameters were monitored for the determination of optimal operative conditions. These values were used for the 
evaluation of effectiveness for each coagulant too. The determined optimal dose of coagulant indicates that the coag-
ulant PAX-XL19 was a more efficient than PAX18 resulted to the production of treated water with lower CODMn and 
residual aluminium content, but optimal coagulant dose of PAX-XL19 (1,69 mg Al/L) is higher than PAX18 (0,94 mg 
Al/L). When we used PAX18 in Jar test, treated water had lower turbidity, higher value of pH and alkalinity. For use 
PAX18 says the economic aspect.

Keywords: water reservoir Rozgrund, drinking water treatment, coagulation, PAX-XL19, PAX18, residual aluminium 
concentration, turbidity, laboratory coagulation tests.

1. Introduction 
The ground waters represent in Slovakia the dominant source for supplying the population with the drinking water. 
Only a 16% of the total amount of the water supplied into the public water mains present the waters retrieved from 
the surface sources. Based on the quality of water that is taken it is necessary in many cases to treat the water that way 
it meets the requirements for the drinking water that are laid by the Decree of the Ministry of Health of the Slovak 
Republic No. 247/2017. When it comes to the ground waters, only 22% requires to be treated – which from the total 
amount represents approximately 7700 L/s of these waters used for drinking purposes. The surface water sources rep-
resent 1400 L/s.

In the present day is in Slovakia operation 113 water treatment plant (WTP) and they are used for providing the treat-
ment to the surface and also the ground water to provide the drinking water. There operates 65 WTPs for the treatment 
of surface waters and 48 WTPs for the treatment of ground waters. Eight water-supply reservoirs (Rozgrund, Turček, 
Hriňová, Klenovec, Málinec, Nová Bystrica, Bukovec and Stariná) supply the population in Slovakia (Figure 1).

Water quality in water reservoirs is constantly monitored as it has the crucial impact on the treatment technology as 
well as on final quality of water after the treatment. Water quality is mainly affected by turbidity, colour, pH, dissolved 
oxygen, water temperature, chemical oxygen demand (COD), nutrients (phosphorus and nitrogen), in the last period 
biological revival (blue-green algae and cyanobacteria). Conventional water treatment (coagulation, flocculation, sed-
imentation, filtration and disinfection) is most often used for surface water treatment. To increase the efficiency of 
water treatment, additional stages are gradually added, e.g. membrane processes (microfiltration, ultrafiltration and 
nanofiltration), filtration with activated carbon (granular or powdered), UV radiation, ozone, filtration by microsieves 
and recarbonization process to improve the quality of drinking water [1.2].

The Rozgrund water treatment plant (WTP) was put into operation in 1997 for supplying part of Banská Štiavnica 
with water. The eponymous water reservoir Rozgrund. The WTP Rozgrund serves for treatment and repumping of the 
treated water into the Červená studňa water tank (the water tank volume is 650 m3). The designed output of the water 
treatment plant is 14 L/s.

The water treatment technology was designed as single-stage and it consists of pumping water from the Rozgrund 
water reservoir, dosing an aluminium coagulant into the raw water pipeline but also into the treated water, slow mix-
ing by means of 4 perforated walls, dosing calcium hydrate into the raw water pipeline but also into the treated water, 
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3 open sand filters, sanitary protection of the treated water by chlorine with the possibility for pre-chlorination, repump-
ing of the treated water into the Červená studňa water tank and accumulation of the used wash water.

Figure 1. Map of Slovakia with marking of the protected water management area, the river basins of significant watercourses and 
water supply reservoirs

In 2015, the water treatment plant was taken out of operation due to the stench of the drinking water in the distribution 
system. Until the water treatment plant was taken out of operation, the technological line functioned only on the direct 
filtration principle and sanitation of the water by dosing with chlorine gas. In the critical situation regarding the stench, 
the operator sought to treat the water by dosing the PAX-18 coagulant and powdered active carbon into the water. 
Subsequently, part of Banská Štiavnica was connected to the Hron group water mains, entailing multiple repumping 
of the water.

Currently, an effort is being made to utilise the surface water from the Rozgrund water reservoir again for supplying 
Banská Štiavnica, Banka and Vyhne. The proposed modernization of the water treatment plant is required to perform 
pilot experiments, to test various technologies, filtration materials, coagulants etc. and to adapt the technology to the 
water source quality.

From the long-term perspective, the water quality does not change very much, the water is of relatively high quality; 
without the impact of human activity, the pH of the water between 2012 and 2019 ranged from 6.97 to 8.23, the water 
temperature from 2.8 to 24.1°C. The water colour on the long-term average did not exceed 20 mg/L Pt. The year 
2013 was an exception, as in March and April, 69 and 26 mgL Pt, respectively, were measured. The water turbidity 
ranges from 1.0 to 3.0 NTU; in 2013, the turbidity measured in March and April was 5.8 to 3.3 NTU. CODMn on 
the long-term average achieves 1.4 to 2.9 mg/L, but in one case the value achieved 3.56 mg/L. With regard to the 
ageing of the reservoir and the eutrophication process, an increase of live organisms was determined from 150 up to 
400 organisms/mL

On the present surface water treatment is possible without the addition of chemical compounds only in sporadic cases. 
The advantage of coagulation is that addition of coagulants effects not only to colloidal and fine dispersion substances 
but to all others suspended solids which form flakes with high ability to settle. Iron, respectively aluminum salts [3–7] 
are the most widely used coagulants. Required dose of coagulant varies with the quality of raw water. The optimum 
dose of coagulant is possible to determine in the laboratory with coagulation test.

Aim of presented work is to make a comparison efficiency of two coagulant PAX-18 and PAX-XL19 at surface water 
treatment from water reservoir Rozgrund and to determine optimal dose of coagulants for a given water quality.

2. Methods

2.1. Surface water quality
The experimental part of this work compared two coagulants, polyaluminiumchlorid PAX-18 a PAX-XL19 (Kemwa-
ter) to find the optimal dose for reduction of humic substances (CODMn) and turbidity in surface water from water 
reservoir Rozgrund. The concentration of aluminium in the treated water was monitored too.

Tab. 1 shows the physical-chemical analysis of water on entry to the water treatment plant during the pilot tests.
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Table 1. Water quality on entry to the Rozgrund water reservoir during the experiments

PARAMETER UNIT RAW WATER 
SAMPLE PARAMETER UNIT RAW WATER 

SAMPLE

pH 7.69 chlorides mg/L 8.01

Conductivity (EC) mS/m 15.3 nitrates mg/L 3.12

CODMn mg/L 2.4 sulphates mg/L 34.61

TOC mg/L 0.96 fluorides mg/L 0.27

turbidity NTU 2.94 phosphates mg/L 0.06

colour mg/L 11 Fe mg/L 0.03

ANC4,5 mmol/L 0.922 Mn mg/L 0.001

BNC8,3 mmol/L 0.047 ammonia mg/L 0.02

TDS mg/L 120 natrium mg/L 10.55

Undissolved solids mg/L 1.5 calcium mg/L 27.72

Ca+Mg (TH) mmol/L 0.922 magnesium mg/L 5.6

2.2. Coagulation test
The coagulation test is a common laboratory procedure used to determine the optimum operating conditions for water 
treatment procedure. A jar test simulates the coagulation and flocculation processes. Coagulation is the process by 
which colloidal particles and very fine solid suspensions initially present in water are combined into larger agglomer-
ates that can be separated via sedimentation, flocculation, filtration, centrifugation or other separation methods. Coag-
ulation is commonly achieved by adding different types of chemicals (coagulants) to the raw water to promote desta-
bilization of the colloid dispersion and consequently to agglomerate the resulting individual colloidal particles [8–13].

For the coagulation test was used device with six mixers with adjustable speed and high-speed mixing. Into six 
flasks were added per liter of raw water. After adding a coagulant (1% solution) followed by 3 minutes rapid mixing 
(180 rpm) and 20 minutes slow mixing (40 rpm). After mixing followed sedimentation of sample, which took 1 hour. 
Thus prepared sample (without filtration through filter paper) was analysed. The following parameters were monitored: 
pH, ANC4,5, concentration of Al, turbidity, color, and CODMn (humic substances). 

PAX-18 is a concentrated solution of polyaluminum chloride. It is used as a clarifying agent in the treatment of drinking 
water, wastewater and industrial water. It is especially suitable for the treatment of low-mineralized waters containing 
humic substances. The actual coagulation takes place faster than conventional coagulants, when even at low tempera-
tures large, well-separable flakes are formed. Due to the basicity of the product, the alkalinity of the water is minimally 
affected.

PAX-XL19 is an aqueous solution of polyaluminum chloride. It is used as a coagulant in the treatment of drinking 
water, industrial water and also wastewater. It is a special product with a significantly high value of basicity (it has 
minimal effect on lowering the pH values after dosing). It has an extremely high content of the active ingredient 
aluminium. The actual coagulation is faster compared to conventional coagulants, even at low temperatures large, 
well-separable flakes are formed. Due to the basicity of the product, the alkalinity of the water is minimally affected. 
The high content of the active ingredient ensures the cleaning effect even in heavily polluted wastewater.

Table 2. Chemical composition and basic characteristic of coagulants [14]

PARAMETER PAX-18 PAX-XL19

Appearance yellowish clear solution light yellow, colorless, light grey solution

Al2O3 17.0% ± 0.5 23.6% ± 0.6

Al 9.0% ± 0.3 12.5% ± 0.3

Fe < 0.1 % –

Cl- 21. % ± 2.0 9.0% ± 2.0

SO42- < 0.1% –

Density (25 oC) 1.36 ± 0.02 g/cm3 1.35 ± 0.04 g/cm3 (at 20°C)
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Basicity (alkaline) 4% ± 5 85% ± 5

pH 1.0 ± 0.5 1.5–4.0

Freezing point approx. 18°C approx. 20°C

2.3. Water analysis 
The water samples were analysed in triplicate for various water quality parameters such as pH, total dissolved solids 
(TDS), electrical conductivity (EC), turbidity, colour, Total hardness (TH), Calcium (Ca2+), Magnesium (Mg2+), Sodium 
(Na+), Potassium (K+), Ammonia (NH4+), total iron (Fe), Manganese (Mn), Aluminium (Al), Chloride (Cl–), Sulfate 
(SO42–), Alkalinity (acid neutral capacity at pH 4,5), Acidity (basic neutral capacity at pH 8,3), Nitrate (NO3–), Nitrite  
(NO2–), Fluorides (F–), Phosphates (PO43–), Dissolved oxygen (DO), Chemical oxygen demand (CODMn) and Total 
organic carbon (TOC) using standard classical and instrumental methods of analysis. 

For analyses of base parameters of water was be used spectrophotometer Hach DR3900, for analyses of cations and 
anions presented in water ITP analyser (isotachophoresis), for analyses of organic compounds TOC Analyzer Aurora 
Model 1030W, laboratory instruments Hach Lange for measuring of pH, conductivity, oxygen or HQ40D Hach 
Lange multi-versatile pH, oxygen, conductivity and ORP meter, determination of chemical oxygen demand in drink-
ing water or clean surface water (CODMn) by STN EN ISO 8467:1995 with using potassium permanganate oxidation 
(KMnO4) and titration with oxalic acid (Na2C2O4). The method can be used for the determination of COD (Mn) up to 
10 mg/L without dilution and COD (Mn) up to 100 mg/L with dilution. Limit for CODMn in drinking water is 3,0 mg/L 
(by the Decree of the Ministry of Health of the Slovak Republic No. 247/2017).

3. Results and discussion
The results of coagulation tests from surface water Rozgrund reservoir (WTP Rozgrund) are showed in Figure 2 and 3. 
The effectiveness of coagulation was monitored for two coagulants, polyaluminiumchlorid PAX-18 and PAX-XL19.

 Figure 2. Course of CODMn (left) and turbidity (right) after adding 1% solution of PAX-18 and PAX-19 in coagulation tests

 Figure 3. Course of pH value (left) and concentration of Al (right) after coagulation tests with 1% solution of PAX-18 and PAX-
XL19

When comparing the technological effects based on the test performed, coagulant PAX-XL19 appears to be more suita-
ble in terms of residual aluminium at a dose of 0.85-1.69 mg/L of Al (0.5-1.0 mL of 1% solution PAX-XL19), because 
the filtered water did not contain any aluminium. When using the PAX-18 optimal dose 0.94 mg/L Al (0.75 ml of 1% 
solution PAX-18), the quantity of aluminium in the treated water was determined as 0.012 mg/L (Table 3).
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Coagulation tests showed that there are no significant differences in other monitored parameters when using coagulants 
PAX-18 and PAX-XL19. When using the PAX-18 or PAX-XL19 optimal dose the efficiency removal of turbidity was 
91,36% or 90,12% respectively. For parameter CODMn, the CODMn (humic acid) removal efficiency using PAX-
18 and PAX-XL19 was 46.81% and 53.19%, respectively. PAX-18 is more suitable in terms of residual alkalinity and 
pH in water after coagulation (in water after sedimentation).

Table 3. Water quality on entry to the Rozgrund water reservoir during the experiments

SAMPLE 
TYPE

Dose 
[mL]

Dose
[mg/L Al] pH Turbidity 

[NTU]
Colour

[mg/L Pt]
CODMn 
[mg/L]

Alkalinity 
[mmol/L] Al [mg/L]

Raw water – – 7.43 1.62 4 1.88 0.82 0

PAX-18 0.75 0.94 6.92 0.14 <1.0 1.0 0.59 0.012

PAX-XL19 1.0 1.69 6.88 0.16 <1.0 0.88 0.52 0.001

4. Conclusion
The aim of the laboratory coagulation tests was to verify the possibility of using the aluminum coagulant PAX 18 and 
PAX-XL19 for a given water quality and determine the optimal dose for each coagulant.

The laboratory coagulation tests were performed with only two available aluminium coagulants because this treatment 
plant was designed and operated as a single-stage water treatment and it is a low temperature surface water. Therefore, 
an iron-based coagulant is not warranted. In relatively pure water, where the decisive parameters (colour <12 mg/L, 
turbidity 2.94 NTU, CODMn 2.56 mg/L) are below the limit values of the Slovak Republic Decree No. 247/2017 for 
drinking water, mechanical filtration would in principle be sufficient. However, living organisms in the number of 
354 individuals are present in the raw water. This value was measured in water with which laboratory coagulation tests 
were performed. A test focused on the possibility of trapping microorganisms in the flakes showed that at the optimal 
dose of 0.70 mg to 0.75 mg of aluminium in the flakes about 70–75% of the organisms were trapped, which means that 
about 280–300 organisms were trapped in the flakes. 

Both coagulants can be used in the treatment of surface water from the Rozgrund water reservoir. For further pilot-tests 
in the Rozgrund Water Treatment Plant, coagulant PAX-18 and coagulant dose 0.94 mg/L of Al was chosen (also with 
regard to the economic aspect and the price of coagulants).
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Abstract 
In N. Macedonia for many years, even decades, decreasing the capacities of water resources has been discussed, as 
well as increasing the specific water consumption per individual consumer. These circumstances of increased water 
consumption are directly related to, and caused by increased water losses in water supply system.

The great losses in water supply systems, as well as ordered Non Revenue Water contribute to further restrict clean 
water supply. Namely, this contributes to increased amount of water entering the distribution system and additional 
unjustified investment in the capacities of supplied raw water, rather than investment into remodeling and subsequent 
management of the network.

Recently, technological development facilitates a more active application of all available data; namely, the amount of 
information collected from water supply systems is increased, as well as the number of measurement points, the type 
of measurement data and the frequency of readings. As a result, control of water supply networks is improved, as well 
as knowledge for what in fact happens in the water supply systems. By using a measurement technique and by deter-
mining measurement points, we obtain data for the amount of water in water supply systems, which can be analyzed 
to determine the water losses in water supply systems.

The measurements taken from the water supply system and the analysis of the experimental readings gave a full picture 
for the water loss state in the water supply system of Strumica.

Leakages and pressure at specific measurement spots were also analyzed, and the total water loss and real losses on 
a daily and yearly basis were calculated, shown in percentage in relation to the water entering the distribution system 
in the water supply of Strumica.

Keywords: water supply systems; water losses; measurement points; analysis water losses.

1. Introduction 
Many countries that have water management strategy, water losses in water supply systems take a significant place 
in the successful management of water and water supply systems. Of course, the level of economic development and 
ecological awareness influences the modernization and management of water resources, but the reduction and manage-
ment of water losses improves the existing water supply systems and makes them efficient and sustainable. However, 
all plumbing systems face water loss, even the best and the most modern systems cannot eliminate the occurrence of 
water loss. But with continuous monitoring of the system, with the introduction of new technical measures and con-
sistent implementation of management procedures, as well as the application of institutional measures, it is enabled to 
effectively manage the loss of water and the rationalization of water consumption.

In all water supply systems, the impact of water losses on their sustainability is great, and therefore when sustainability 
and the impact of water losses are mentioned, it is necessary to highlight the following impacts: economic, technical, 
social, ecological, etc. While during water loss management there are several elements that can justify the measures 
taken and the increased cost of water loss management such as:

• efficiency of operating costs,
• efficiency of capital costs,
• improved metering and invoicing,
• reduced health risks,
• increased security of water supply,
• less infrastructure damage,
• reduced sewage load,
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• improved user satisfaction,
• publicity and willingness to increase the payment,
• reduced burden on the environment

In Macedonia, as a developing country, the level of awareness about reducing water losses is still at a very low level 
compared to developed countries that pay great attention to the problem of rationalizing consumption and the function-
ality of water supply systems and make great efforts to reduce water losses.

That is why the aim of this paper is through a numerical analysis with a selection of measuring points in the water 
supply network of the City of Strumica, to analyze the water losses, especially how much of it is technical and how 
much is administrative.

2. Defining water losses
Water losses can be expressed in many ways, but the most common way to express water losses is expressed in a per-
centage of water produced. Since the term “water loss” is rather broad and undefined and can be interpreted differently, 
the scientific community has adopted the term “uninvoiced water”, that is, water that is produced and not paid for. So, 
we can divide water losses in water supply systems into apparent and real.

2.1. The real losses
Real losses are amounts of water lost as a result of network failures, damage to pipes and equipment, bad management 
and other network losses between the water entry into the distribution network and the end users’ water meters.

Real losses refer to the loss of a specified amount of water over a given period of time through all types of leaks, cracks 
and overflows.

The reason for the real water losses are the pipes, the shaped and connecting elements, the type of material and the age, 
but various other factors that are related to the environment in which the installation is placed.

2.2. Apparent losses
Apparent losses represent amounts of water that occur as a difference between incoming water and sold water. Apparent 
water losses are not losses that occur due to the physical leakage of water, but are due to other factors that we can divide 
based on their origin and specificity, namely:

• Incorrect measurements, Inaccuracy of water meters due to untimely replacements and irregular calibration, both of 
house and control ones

• Errors with data processing and calculations, invoicing to consumers
• Unauthorized, illegal consumption due to theft of water and unauthorized connections

2.3. Unbilled allowed consumption
Unbilled permitted consumption represents the amount of water that was delivered to the system, but was used for own 
needs, such as testing of the water supply network, washing and flushing of the network, leaks during repair of defects 
and other incidental interventions in the network, i.e. it includes all amount of water that is justifiably not invoiced.

2.4. Non-revenue water (NRW)
The real and apparent water losses together with the uninvoiced allowable consumption represent the Non-Revenue 
Water (NRW) in the water supply system.

2.5. Irrational consumption of water
Irrational consumption of water according to IWA recommendations is not calculated as a component of water loss and 
is not included in the calculations in the water balance, because this consumption occurs after the measurement of the 
water meters. However, this amount of water can represent a significant part of metered and unmetered consumption. 
Practically, it can be divided into deliberate irrational consumption of water by the consumers themselves, where the 
cause would be damage to the taps and their continuous flow, or when we have consumption due to a failure of the 
internal plumbing system or overflowing of the toilet cisterns.

Irrational water consumption can also occur in the water supply company itself through excessive or negligent use of 
water for operational purposes, for example: during repair of defects, when flushing the water supply network, as well 
as when washing filters and other needs in the same technological process of the Filter stations.
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2.6. Water balance
With the correct definition and accurate determination of the water balance, we get a calculation that will be a good 
basis for assessing water losses in the water supply system. The water balance is a calculation of the state of produced 
water, consumed water and losses.

Table 1. Water balance as recommended by IWA

Quantity which
enters into
the system

QI

Authorized
consumption

QA

Billed
authorized

consumption
QBA

Billed
delivered water

Income water
Billed

measured
consumption

Billed
Not measured
consumption

Non-revenue water

Unbilled
authorized

consumption
QUA

Unbilled
measured

consumption

Unbilled
Not measured
consumption

Water loss
QL

Apparent
Losses QAL

Unauthorized 
consumption

Inaccuracy in consumer 
water meters and data 

handling errors

Real losses
QRL

Leakage in main and 
distribution pipes

Leaks and overflows in 
tanks

Leakage of connections 
to consumers’ water 

meters

In the past, a variety of forms and definitions were used when calculating the water balance, but the International 
Water Association (IWA) provided a best practice approach that a number of countries and water supply companies 
have accepted and adopted the water balance, following the IWA terminology, so the basic and fundamental need is 
to calculate all the components of non-revenue water and terminologically to unify the individual components of the 
water balance.

3. Analysis of water losses on a real system in Macedonia
The aim of this paper is to determine the water losses in the water supply system of the city of Strumica using the IWA 
methodology.

The water supply of the city of Strumica functions as a modern water supply system that has been built and is contin-
uously being built, expanded and constantly modernized for more than 50 years.

At first, the city was supplied with water through a pumping station in the Sofilar area until the construction of the old 
filter station and the pipeline from the dam Vodocha. In 1978 the new filter station was put in use through which the 
city of Strumica is still supplied with water today, but a pipeline from the Turia accumulation was built, from where the 
untreated water comes by gravity to the water processing plant through a 15 km long pipeline derived from asbestos 
cement pipes f600 and in the last 600m. passes into a steel pipeline f500 mm. For the need to purify and process raw 
water and provide clean water a Filter station with a capacity of 240 l/s was built.
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Figure 1. Map of Strumica water supply network

3.1. Analysis of water consumption in the water supply system of Strumica
The data on water consumption were provided by JPKD Komunalec for the last 30 years. These data refer to purchased 
raw water which is monthly read and invoiced by the Water Management Department of the Republic of Macedonia, 
data are also given on invoiced clean water to households and industry (business entities), as well as for the consumed 
technical water.

The following image shows total water losses, which are given as a ratio of invoiced water and purchased raw water 
expressed in percentage.

Figure 2. Total water losses in water supply system of Strumica

It should be noted that the measurement of raw water is carried out at the dam Turija at the entrance to the pipeline 
through which the raw water is transported to the Filter Station. This means that we present the water losses in the water 
supply system of the city of Strumica as total losses, which also include the losses of the pipeline to the Filter Station in 
a length of 15 km. and the consumption of water required for the technological process itself for the production of clean 
water. Of course, these data include all other losses, real and apparent, as well as authorized nonvoiced consumption.

When we look the numbers, we get a picture that in this period the total water losses range from 46% to 62%, it shows 
that the water losses are gradually increasing, the value of the invoiced water is gradually decreasing, while there are no 
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major changes in the amount of incoming water. This tells us that the impact of reported water and invoicing to citizens, 
along with all other administrative water losses, have a large percentage in the total water losses.

3.2. Real measurements of the total consumption of the city of Strumica
In order to define the total consumption of the city of Strumica, the total entry into the water supply system of the city 
of Strumica is monitored, which implies installation of ultrasonic flow meters on the two pipelines DN 300 mm and DN 
400 mm that represent the entry of water into the water supply system for the city (exit from the water plant).

Figure 3. Flow measurement of pipeline DN300mm from filter station

Figure 4. Flow measurement of pipeline DN400mm from filter station

Figure 5. Flow measurement of pipeline DN600 mm in front of tank low zone 5000 m3 (Values with a negative sign are due to water 
flowing in the reverse direction – the measurement is in front of the tank where water goes in two directions to and from the tank)

Due to the large capacity of the low zone tank (5000m3), it was necessary to simultaneously monitor its flow by installing 
an additional ultrasonic flow meter on the DN600 mm pipeline, which represents the output of the low zone/input of the 
low zone tank. (Flow measurement with an ultrasonic flow meter is a non-invasive method, which involves installing 
sensors on the outer pipe wall and monitoring and memorizing the current pipe flow at pre-defined time intervals).

Figure 6. Total measured flow for low zone (AVG/h - The measurement was made at an interval of 10 minutes, therefore the average 
flow in one hour is shown)
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Figure 7. Total measured flow for high zone (AVG/h – The measurement was made at an interval of 10 minutes, therefore the 
average flow in one hour is shown

3.3. Analysis of results of experimental measurements
The analysis of the results of the experimental measurements were used for the analysis of water losses, while accord-
ing to the specificities of the water supply system of the city of Strumica, we have to make a divided analysis for the 
low and high zones, from where the total water losses were obtained by summarizing the results.

The actual water losses in the water supply system of the city of Strumica were determined using the following method:

This method can be applied because reliable flow data is available at time intervals of 10–15 min. What are the con-
ditions for performing the analysis? Measuring the minimum night consumption is one of the essential activities that 
should be undertaken to define the level of technical water losses. With a simple examination of the night minimum, 
it is possible to diagnose many problems. The losses are small and the network is in a relatively good condition, if the 
night consumption is very low, at most 13–18% of the daily average. This is based on the assumption that the nighttime 
activity of the population is reduced to a minimum, and thus the need for water. However, the losses depend on the time 
of day, and at night they are higher due to the increased pressure.

When we talk about the measured minimum night flow, it is not appropriate that this value represents the loss of water, 
because there is still a part of legally consumed water by individual and commercial users (Minimum legal night 
consumption), although the largest percentage is accounted for by leakages, which can be major faults on the primary 
network or minor faults on the secondary network.

The difference between Minimum night flow (MNF) m³/hour and Legitimate night consumption (LNF) m³/hour gives 
the Net night flow: m³/hour (NNF). Due to the difference in pressures during night and day, the daily flow (m3/day) 
should be multiplied by NDF (Night Day Factor), which is a coefficient that creates the actual average 24-hour flow, 
which is depending on the pressure (values vary mostly from 17 to 28). In the case of gravity water supply, the values 
can vary from 17–18 to 24, while in the case of pumped water supply, from 23–24 to 26–28.

Based on the realized pressure measurements and using a software tool, this low zone factor was calculated at a value 
of 22.58. while for high zone this factor is 23.6.

Based on the previously performed calculations for real water losses in low and high zones, the total real water losses 
at the level of the city of Strumica with the surrounding villages amounts to:

City of Strumica = low zone + high zone

Daily flow: 1095 m3/day + 1037 m3/day = 2132 m3/day 
or 26.97% of the total daily input into the system 
Annual flow: 
399765 m³/year + 378505 m3/year = 778 180 m3/year 
or 16% of the total input of purchased raw water in the filter station

4. Conclusion
Analyzing these figures for the annual total losses for the analyzed year 2021, which are 56%, it can be concluded that 
the level of apparent water losses is high, about 40% in relation to the purchased raw water. The percentage of 16% of 
real losses in relation to the purchased raw water gives us an image that the water distribution network is in a relatively 
good condition, that these losses are still at a relatively low level, which with constant monitoring and taking measures 
to reduce losses can be even smaller.
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But it is also necessary to note that the water losses along the supply pipeline to the Filter Station, as well as the water 
losses in the technological process of the Filter Station, are not separated as a quantity and as a percentage and were not 
the subject of this analysis. Although these losses should be calculated in the real losses, due to the lack of possibility 
to measure these quantities, they will remain as losses that enter into the 40% apparent losses.

But with these measurements and analysis, the aim was to perceive the water losses in the water distribution network, 
determining the real water losses at the output from the Filter Station, (entrance to the water supply system), then to 
the end users, and thus determined is the water balance required for the water supply system of the city of Strumica.
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Abstract
In this paper, the optimization of circulating flow sono-electrochemistry for mineral oil removal is investigated. The 
multilevel categorical design was used to study the effects of aeration, electrode distance and ultrasound intensity on 
mineral oil removal efficiency. According to the experimental results, the highest mineral oil removal efficiency of 
97.17% was obtained when the electrodes were placed at a distance of 5 mm and with a US intensity of 9.3 kW/m2. 
Aeration had no effect on the removal efficiency.

Keywords: sono-electrocoagulation, circulating flow, mineral oil, aeration, electrode distance, transducer.

1. Introduction 
Since oily wastewaters contain high concentrations of hydrocarbons, oil, phenol, benzene, etc., and their uncontrolled 
discharge or inadequate treatment can cause environmental pollution [1, 2], there is an interest in searching and devel-
oping various methods for oily wastewater treatment.
The term sono-electrochemistry (sono-EC) refers to the combination of ultrasonic irradiation (US) and electrochemistry 
(EC). In this combination, US cavitation is generated by US transducers that are part of an US bath or horn (probe), 
and an electrochemical cell is used for EC [3]. According to the relevant research results, the individual EC and US 
processes, as well as their combination, have been shown to be effective in removing various contaminants, including 
suspended solids, heavy metals, oil, colour, etc. [4, 5].
In one of the previous studies [6], an optimal combination of operating parameters for the circulating flow sono-EC was 
determined. The effects of flow rate, current density and number of cycles on mineral oil removal were investigated in 
that study. The experimental results showed that sono-EC with circulating flow could effectively reduce mineral oil by 
94.3% under the optimum conditions of 14.13 cycles, a current density of 53.124 A/m2, and a flow rate of 0.234 L/s.
In this study, further optimization of the previously mentioned operating conditions is investigated. The optimization 
included the study of aeration, electrode distance and US intensity on mineral oil removal. Multilevel categorical exper-
imental design was used to create the experimental matrix, and a total of 12 experiments were conducted.

2. Methods

2.1. Oily wastewater samples
Samples of oily wastewater were obtained from oil and grease separators used to treat stormwater from roads and 
some industries. Mineral oil concentrations were measured using the NEXIS GC-2030 (from Shimadzu, Japan), while 
pH, conductivity, total dissolved solids (TDS), dissolved oxygen (DO), and temperature were measured continuously 
using the HI-98194 Multiparameter Waterproof Meter (from Hanna Instruments, Romania). Initial and final wastewater 
characteristics are shown in table 1.

Table 1. Characteristics of wastewater influent and effluent
PARAMETER INFLUENT EFLEUNT

PH 7.28 7.45

CONDUCTIVITY (ΜS/CM) 620 235

TDS (MG/L) 310 120

DO (MG/L) 6.26 5.52

TEMPERATURE (°C) 21.89 23.27

MINERAL OIL (MG/L) 701.07 61.14±42.71
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2.2. Experimental setup
In the previous study [6], an optimal combination of operating parameters for the circulating flow sono-EC was deter-
mined. In that earlier study, the effects of flow rate, current density, and number of cycles on mineral oil removal were 
investigated. The use of 5.1 kW/m2 of US intensity in combination with four aluminium electrodes (sono-EC) was 
also compared to EC alone. A total of 34 experiments were conducted and the results were statistically analysed using 
the Box-Behnken design (Design-Expert 13 software). The experimental results showed that sono-EC with circulating 
flow could effectively reduce mineral oil by 94.3% under the optimum conditions of 14.13 cycles, a current density of 
53.124 A/m2, and a flow rate of 0.234 L/s.

This study is a continuation of testing with these defined device settings, which includes the investigation of the 
removal effect of aeration, electrode distance (5 and 10 mm) and US intensity (2.5 kW/m2, 5.1 kW/m2 and 9.3 kW/m2). 
The factor levels are also listed in Table 2.

Table 2. Factor levels

PARAMETER L [1] L [2] L [3]

A: AERATION WITH A WITHOUT A –

B: ELECTRODE DISTANCE (MM) 5 10 –

C: US INTENSTIY(KW/M2) 2.5 5.1 9.3

In the experimental setup four aluminium electrodes were placed in a rectangular Plexiglas container 5 mm above the 
bottom and connected to a DC power supply (from MC Power LBN-1990, Germany). The US transducers were firmly 
attached to the insulated 1 mm thick steel plate at the underside of the reactor. US transducers provided an intensity of 
2.5 kW/m2 or 5.1 kW/m2, while the intensity of 9.3 kW/m2 was achieved by combining US transducers and two US 
homogenisers (probes) SONOPULS HD 2200.2 (from Bandelin, Germany). The US homogenisers were immersed 
near the electrodes from above. In each experiment 8 L of raw oil wastewater circulated through the reactor according 
to the experimental setup defined by experimental matrix (Table 3). If necessary, TetraTec PAS 400 (from Tetris GmbH, 
Germany) was used for additional aeration of the wastewater samples. After each experiment, the mineral oil concen-
trations of the effluent were determined (Table 1 and Table 3).

2.2.1. Experimental design and Analysis of Variance (ANOVA)
Design-Expert 13 software was used for the experimental design. For this purpose, a Multilevel categorical experimen-
tal design, also known as a General Factorial design, was used. In general, categorical experimental designs are used 
for experiments with 1 to 12 factors, where each factor can have a different number of levels. Therefore, each factor is 
treated as categorical [7].

According to the number of factors, a matrix of 12 experiments was created, Table 3. The matrix included experiments 
with and without aeration, electrodes distances of 5 and 10 mm, and the use of different US intensities (2.5 kW/m2, 
5.1 kW/m2 and 9.3 kW/m2). The experimentally determined results of the mineral oil removal efficiencies as well as 
the modelled results are also shown in Table 3.

The response of Design-Expert (effluent output) is a random variable determined by the percentage of mineral oil 
removed (removal efficiency, y (%)) using Eq. (1) [8]:

(1)

where Ci and Ce correspond to the measures of influent and effluent concentrations, respectively.

Table 3. A Multilevel categoric design matrix with a mineral oil removal efficiencies

EXPERIMENT A:AERATION
B: 

ELECTRODE 
DISTANCE 

[MM]

C:US INTENSITY 
[KW/M2]

MINERAL OIL 
REMOVAL [%]

(EXPERIM.)

MINERAL OIL 
REMOVAL [%]
(PREDICTED)

1 with A 10 2.5 89.73 90.09

2 with A 10 5.1 88.40 90.14

3 without A 5 5.1 93.54 94.29

4 without A 10 5.1 91.88 90.14
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5 with A 10 9.3 96.03 96.18

6 with A 5 9.3 97.17 97.14

7 without A 10 9.3 96.34 96.18

8 without A 5 2.5 82.65 79.90

9 with A 5 5.1 95.04 94.29

10 with A 5 2.5 77.15 79.90

11 without A 5 9.3 97.12 97.14

12 without A 10 2.5 90.46 90.09

Significance tests were performed to build the model where P-value of each parameter or interaction must be less than 
0.05 [9]. Analysis of Variance (ANOVA), Table 4, showed that the model was significant (P<0.001), with factor C (US 
intensity) being the most significant (P=0.0004). Although not significant (P = 0.1812), factor B (electrode distance) 
was included in the analysis because it was required to calculate the BC interaction, which was significant (P=0.0046). 
Aeration (factor A) was found to have no significant effect on the removal efficiency of mineral oils and therefore was 
not included in further analysis. This is because water circulation generates a sufficient amount of air bubbles in the 
flow device. Electrodes, US probes and transducers also generate additional gases (oxygen and hydrogen), so aeration 
with an air pump in addition to all this does not contribute significantly to the overall process [10, 11, 12]. Moreover, 
the coefficient of determination (R2) is 0.9464, indicating that the model reproduces well the experimentally obtained 
results.

Table 4. ANOVA

SUM OF SQUARES MEAN SQUARE F-VALUE P-VALUE

MODEL 399.63 79.93 21.19 0.001

B: ELECTRODE DISTANCE 8.63 8.63 2.29 0.1812

C: US INTENSTIY 277.49 138.74 36.78 0.0004

BC 113.52 56.76 15.05 0.0046

The mathematical relationship in terms of actual factors between the independent variables (A, B and BC) and their 
responses (mineral oil removal) can be stated as follows:

(2)

Figure 1. Comparison of model prediction of mineral oil removal [%] with experimental (actual) observations (scatter plot)
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The equation in terms of coded factors (Eq. (2)) can be used to make predictions about the response for specific levels 
of each factor. By default, the high values of the factors are coded +1 and the low values are coded –1. The coded equa-
tion is useful to determine the relative influence of the factors by comparing the factor coefficients [7].

The mineral oil removal predictions (Table 3) are compared with the experimental (actual) observations in Fig. 1. The 
obtained data were sufficiently close to the linear values, and it can be concluded that the predictions using the above 
equation agree well with the actual observations with an acceptable error.

3. Results and discussion
The interaction between electrode spacing and US intensity is shown in Figure 2. In general, as the electrode distance 
increases, the electrical resistance of the water increases and therefore a higher voltage must be applied [13, 14]. Since 
the voltage was corrected to achieve the required current density (53.124 A/m2), the electrode distance did not affect 
the removal efficiency significantly. At a distance of 5 mm, the voltage was 8 V, and at a distance of 10 mm between 
the electrodes, the voltage was 15 V.

The highest removal efficiency (97.17%) was obtained when the aluminum electrodes were spaced 5 mm apart and US 
transducers and homogenizers were used together (US intensity of 9.3 kW/m2). Thus, the increase in removal efficiency 
was a result of the higher US intensity. The concentration of free radicals increased with the increase of US intensity, 
so the rate of organic matter degradation increased [15]. At a US intensity of 9.3 kW/m2, the use of 10 mm electrode 
spacing instead of 5 mm resulted in negligibly lower efficiency (96.18%). In both cases, mineral oil concentrations 
were experimentally lower than 30 mg/L, which is in compliance with the European standard for wastewater discharge 
to public sewers [16].

Figure 2. Interaction of US intensity and electrode distance

4. Conclusion
In this study, an innovative hybrid circulating reactor based on EC and US was optimised to reduce mineral oil con-
centration, and the influence of three categorical factors (aeration, electrode distance, and US intensity) on mineral oil 
removal was analysed.

A matrix of 12 trials was constructed using a multilevel categorical experimental design, and the results from ANOVA 
showed that the experimental design model was significant. US intensity was found to be the most significant factor, 
and the use of aeration had no significant effect on mineral oil removal efficiency. Aeration did not affect the overall 
process because a sufficient amount of air bubbles are already generated due to the flow rate and the electrodes, US 
probes, and transducers which are already producing oxygen and hydrogen.

The highest removal efficiency (97.17%) was achieved when the aluminium electrodes were spaced 5 mm apart and 
with a US intensity of 9.3 kW/m2. It can be concluded that the increase in removal efficiency was mainly due to the 
increase in US intensity, which led to cavitation and the formation of free radicals, which in turn caused the decompo-
sition of organic matter.
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Abstract
The effectiveness of removal the chlorinated pesticides (simazine, atrazine and terbuthylazine) from drinking water 
with adsorption using two types of granular activated carbon (Filtrasorb 400 and WG12) was monitored. 

The experiments were performed in laboratory conditions with pH value of water 7.6, stable temperature 22–230C 
and dose of adsorbent. The experiments were performed in the glass bottles with the volume of 400 mL stock model 
water (drinking water spiked with pesticide standard) with concentration approximately 0.5 µg/L, granular activated 
carbon (400 mg) was added to the bottles. Subsequently these bottles were regularly stirred at 400 rpm. Samples were 
taken at 30, 60, 120 and 240 minutes, after which they were analysed. Analyses of target pesticides were performed in 
laboratories of ALS Czech Republic in Prague.

The removal efficiencies for both types of activated carbon reached over 90%, which can be considered a very effective 
adsorption process for removal of pesticides from water. The adsorption efficiency depending on the contact time of 
water with the material and concentration of pesticides in water.

Keywords: drinking water treatment, chlorinated pesticides, granular activated carbon, adsorption efficiency, adsorp-
tion capacity, laboratory tests.

1. Introduction 
In the last decade, traces of micropollutants (pharmaceuticals, drugs, pesticides and their metabolites, microplastics, 
etc.) typically at levels in the nanograms to micrograms per litre range, have been reported in the water cycle, including 
surface waters, wastewater, groundwater and, to a lesser extent, drinking water. Advances in analytical technology have 
been a key factor driving their increased detection.

Pesticide substances are one of the major pollutants of water. They are among the undesirable substances that have 
a negative effect on the human health and the aquatic ecosystem. The behaviour of pesticides after their application to 
the environment and the possible presence of their residues in groundwater and surface water depends on the physi-
ochemical properties of the particular ‘substance active’ as well as on the whole product itself, the way of application 
(dose, time period) and on the agro-climatic conditions. Metabolites of these pesticides are relevant and irrelevant while 
their relevance is considered within the approval process of the ‘substance active‘ [1–3].

Important factors determining the pesticide’s potential for water pollution are as follows: solubility of the pesticide, dis-
tance of application from a body of water or watercourse, type of soil, gradient, presence, density of crop, agrochemical 
application method and technique.

Pesticides are chemicals of inorganic or organic type, used to destroy plant and animal pests as preparations for the 
protection of plants. They are categorised as insecticides, fungicides and herbicides on the basis of their intended 
purpose. Insecticides are used against insects which damage agricultural plants, fungicides against harmful parasitic 
fungi and herbicides against weeds. Other groups include acaricides (against mites), nematicides (against nematodes), 
molluscicides (against molluscs) and rodenticides (against rodents) [4–6].

There is recorded about 1300 ‘substances active’ within the European Union – the pesticides for plant health protection. 
Among this total number, 350 of the active substances is listed as admitted active substances (which represents 28,6%) 
and their use in the EU is allowed. Other 59 substances are under ongoing evaluation (4,8%) in order to placement to 
the list of admitted substances and 814 substances is not listed and their use in the EU is not allowed (66,6%). There 
was registered about 250 pesticides for plant health protection in the Slovak Republic [7].
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Figure 1. Pesticide consumption in Slovakia in 1993, 2000–2015 in tonnes according to preparation category  
(environmental, ÚKSUP)

Regarding the human health the chlorinated pesticides are the most used and most dangerous pesticides due to their toxic-
ity, carcinogenicity and mutagenicity. Chlorinated pesticides have a high persistance in the environment. They accumulate 
mainly in the fat tissue, liver, kidneys, muscles, brain and in the heart as well. Acute intoxication is usually manifested 
in loss of the weight and paralysis of the system central nervous afterwards. Apepsy, headache, hyperphonia and total 
exhaustion occur in relation with the chronic intoxications while the nervous and mental defects occur later on. There are 
the reasons why the use of them had been prohibited in many of the countries or permitted only in exceptional cases [8].

The content of pesticides in water environment and agricultural products increases by their regular application. Their 
presence in water is quite frequent and that means these substances are used in a large amounts. The great issue related 
to pesticides represents their low biodegradability and their long persistence in water environment – as the original sub-
stances, as their metabolites (approx. 1–2 years). As having a good solubility they can be easily transported in the water 
or from the soil into the watered horizons [9].

The concentration of pesticides in drinking water is regulated by the Decree of the Ministry of Health of the Slovak 
Republic No. 247/2017. A maximum limit value of 0.1 µg/l is determined for each defined pesticide; at the same time, 
a maximum limit value of 0.5 µg/l is stipulated for the sum of pesticides, whereby the limit value represents the sum of 
concentrations of all pesticides in the analysed sample. A limit value of 0.03 µg/l applies to aldrin, dieldrin, heptachlor and 
heptachlor epoxide. Pesticides comprised: organic insecticides, herbicides, fungicides, nematicides, acaricides, algicides, 
rodenticides, slimicides, related products (e.g. growth regulators) and their relevant metabolites. Only those pesticides are 
determined that might be anticipated as present in drinking water [10].

Due to groundwater contamination by atrazine, simazine and their metabolites, these were removed from the List of 
Active Substances (i.e. those which may be applied) by Commission Decisions 2004/248/EC and 2004/247/EC. Cyana-
zine, prometrine, propazine and terbuthylazine were also excluded from the List of Active Substances, by Commission 
Regulation 2076/2002/EC and Commission Decision 2008/934/EC. Despite this, we still find them in underground and 
surface waters.

The analytical determination of chlorinated pesticides depends on the possibilities of the workplace (equipment available, 
availability of chemicals and standards), purpose of the analysis, type of sample and overall level of their content in the 
sample. Currently, chromatographic methods, high-performance liquid chromatography (HPLC) and gas chromatography 
(GC) in association with mass spectrometry (MS) are used most frequently. Current analytical methods enable determi-
nation of the concentration at the level of ng/l [11–13].

Several methods can be used for removing the pesticides from the water, e.g. coagulation, precipitation, filtration com-
bined with coagulation, biodegradation, ozonisation, adsorption, ion exchance, nanofiltration, reverse osmosis and 
advanced oxidative processes. Their efficiency varies significantly and depends mainly on the chemical nature of pesticide 
to be removed [14–16].

Mostly used sorption material to remove the organic pollution (pesticides, micropollutants) from the water is the activate 
carbon (powder, granules, extruded, with a treated surface). There is a large number of publications within which the 
efficiency of removal of various pesticides and their metabolites from the water and by the use of activated carbon was 
examined [17–22].

Activated carbon is the best-known sorption material for the removal of organic pollution (pesticides, micro-pollutants). 
Activated carbon is a highly porous carbon with a large inner surface. It is a set of graphite platelets wherein the mutual 
distance creates micropores (diameter < 2 nm), where the adsorption of pollutants on the surface of the activated carbon 
takes place (micropores constitute 90 to 95% of the adsorbent’s total surface), mesopores (with a diameter of 2 to 50 nm) 
which secure the transport of the pollutant molecules into the internal area of carbon towards the micropores, and which 
also have a small adsorption capacity, and transport pores (macropores) with a diameter > 50 nm, which enable access of 
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the adsorbate molecules to the adsorbent’s inner space; they have no adsorption properties. The quantity of micropores and 
transport pores determines the properties of the activated carbon and its suitability for the treatment of drinking water. The 
material the activated carbon is produced from is decisive for the “correct” micropores to transport pores ratio – black coal, 
coconut shells, wood, lignin, brown coal and others. Activated carbon made from black coal usually possesses a suitable 
ratio of micropores to transport pores, while in activated carbon made from coconut shells micropores predominate, and 
in activated carbon made from wood macropores predominate. The pore size, specific surface, and chemical reactivity of 
the surface determine the adsorption properties.

Activated carbon used in a powdered form is applied in the first water treatment stages, especially in surface waters 
when an emergency deterioration of the quality of the treated water may occur. Powdered activated carbon (PAC) is 
used only in emergency cases (prior to flocculation). Its disadvantage entails the adsorption also of substances which 
can be removed by coagulation, hence its adsorption capacity is more readily exhausted.

Granular activated carbon (GAC) is usually used in filters at the end of the water treatment process as the filtration 
medium of open or pressure filters with a grain size of 0.5–2 mm. Open filters are designed for a filtration rate of 5 to 
10 m/h, pressure filters for up to 20 m/h. The activated carbon layer in open filters is 0.6 to 1.0 m, in closed filters 1 to 
2 m, depending on the filtration rate. Activated carbon is layered in open and closed filters on a sand layer base of 30 to 
40 cm. The activated carbon grain size should be 4 to 5 times the size of the efficient sand grain [23,24].

Filters filled with activated carbon are washed in the same way as conventional sand filters, i.e. by backflow of air and 
water. The shortest filtration cycle is approximately 14 days. About 5 to 10% of the original volume of activated carbon 
is consumed during the washing (by abrasion, washing out, chemical reaction). The capacity of the activated carbon is 
exhausted over the course of 1 to 3 years of continuous operation, depending on the quality of the water treated.

Pesticides are a diverse group of chemicals, with varying physical and chemical properties. Treatment efficacy depends 
on these physical and chemical characteristics (e.g. hydrophobicity, molecular weight, polarity, volatility, chemical 
nature), their reactivity towards different treatment processes and process control, such as solids retention time, tem-
perature, pH value, and hydraulic retention time. Treatment processes can therefore achieve some level of removal.

Pesticides and their metabolites pose a potential risk of contamination of the environment, aquatic ecosystem and human 
health. Contamination of groundwater, surface water and soil by pesticides and herbicides is a serious problem today.

The aim of presented work is to compare the efficiency of removal of selected chlorinated pesticides (s-triazines) from 
the water by using the granulated activated carbon made by two producers (Cabot Corporation, Gryfskand, Poland).

2. Methods
Pesticides standard was purchased from company ALS Czech Republic in Prague, which also provided us with the 
sample vials and analysis of pesticides in samples. From the wide range of were chosen simazine, atrazine and terbu-
thylazine. Granular activated carbon WG12 (Gryfskand, Poland) and Filtrasorb 400 (Cabot Corporation) was used for 
experiments. Filtrasorb F 400 was submitted by Jako Ltd. and WG12 by EnviPur Ltd. from Czech Republic. Basic 
properties of used materials are introduced in the Tab. 1.

Table 1. Properties of activated carbons WG12 a F400 [25,26]

PROPERTY WG12 F400

Iodine number [mg/g] min. 1000 min. 1050

Particle size [mm] 1.0–1.5 0.42-1.68

Specific surface area (BET) [m2/g] min. 1000 min. 1100

Operating density [g/cm3] 450±30 425

Uniformity coefficient max. 1.3 max. 1.9

Hardness [–] min. 95 min. 95

Abrasion [–] min. 85 min. 75

Moisture by weight [%] max. 2 max. 2

Stock solution of selected chlorinated pesticides with initial concentration of approximately 0,5 µg/L was prepared by 
mixing 50 mL of the pesticide standards with 5 L of drinking water. This solution was then properly mixed and was 
used in the experiments. Experiments were performed in the Erlenmeyer’s flasks with the initial volume of 400 mL 
model water. 400 mg of the adsorbent was added to the flasks. These flasks were then stirred for the duration of 4 hours 
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by using OHAUS Orbital Shaker at 400 rpm. During this time samples were taken from the flasks at specific times of 
0, 30, 60, 120 and 240 minutes. The samples were taken to glass vials with 40 mL of volume, in which a preservation 
substance was put (0,32 ml 1% sodium thiosulfate). The vials were stored in a refrigerator and subsequently transferred 
to the ALS laboratory for analysis. The determination of pesticides was done by the HPLC method (US EPA 535 and 
1694) with a direct inject of sample and by the method of internal standard.

All three chemicals used in this work belong to the group of chlorinated triazine herbicides. Basic characteristics of 
selected herbicides are in Tab. 2. Atrazine is used for broadleaf weeds both before and after they sprout. It is also 
used on some grassy weeds. There are over 300 products that contain atrazine. In many countries, after application 
in agricultural areas, atrazine has been found in groundwater at levels of 0.01–6 µg/litre. It has also been detected in 
drinking water in several countries at levels of 0.01–5 µg/litre. Atrazine is broken down slowly by water, sunlight, and 
microorganisms. Without oxygen, atrazine has a half-life of around 578 days in water and 168 days in water exposed to 
sunlight. Atrazine has a low to moderate solubility in water. It does not bind well to soil, from this reasonit has a high 
potential to reach ground and surface water. Atrazine is classified as a potential carcinogen by the International Agency 
for Research on Cancer (IARC). Studies shows, that atrazine is an endocrine disruptor, which can changed the natural 
hormonal system in animals [27,28]. 

Simazine is a herbicide used to control broad-leaved and grass weeds in artichokes, asparagus, berries, broad beans, 
citrus fruits, coffee, cocoa, hops, maize, oil palms, olives, orchards, ornamentals, sugar-cane, tea, tree nurseries, turf, 
and vineyards, as well as in non-crop areas. Its half-life in soil has been reported as 46–174 days. Typical levels of 
1–2 µg/litre have been reported in groundwater in the USA. Contamination of groundwater by simazine has also been 
reported in Italy and Germany. IARC has classified simazine in Group 3 [29].

Terbuthylazine (TBA) is commonly used as an herbicide (an algicide, a microbicide) to control broad-leaved weeds 
and grass and prevent non-desirable grow of algae, fungi and bacteria in many agricultural applications. TBA is an 
herbicide that belongs to the chloro-triazine family. In plants, it acts as a powerful inhibitor of photosynthesis. The 
substance is taken up through both roots and leaves and is distributed throughout the plant after being taken up through 
the roots. This enables it to be used in both pre- and post-emergence treatment. TBA is a selective herbicide for weed 
control in maize, sorghum, potatoes, peas, sugar cane, vines, fruit trees, citrus, coffee, oil palm, cocoa, olives, rubber, 
asparagus, and also at treatment of roads, industrial areas and railways. TBA has a very high soil persistence, it can be 
present up to 17 months after the field treatments [30,31].

Terbuthylazine is used as a substitute for atrazine, which has been banned in EU countries. It has lower water solu-
bility (8.5 vs 33.0 mg/L) and lower persistence in soil. The half-life of terbuthylazine in the soil has been reported 
to vary between 5 and 116 days depending on the soil characteristics and temperature. In 2011, the European Food 
Safety Authority (EFSA) provided an extensive peer review of data concerning the environmental behavior and fate, 
ecotoxicology and mammalian toxicology, and risk assessment of terbuthylazine [32]. Based on these conclusions the 
European Commission approved the inclusion of terbuthylazine in Annex I of Council Directive 91/414/EEC and its 
use only as a herbicide until December 2021 [33].

Table 2. Basic characteristics of selected chlorinated pesticides [34–36]

Chlorinated 
pesticide Chemical formula CAS IUPAC Molecular 

formula
Solubility in 

water

Simazine 122-34-9 6-chloro-2-N,4-N-
diethyl-1,3,5-triazine-
2,4-diamine

C7H12ClN5 6.2 [mg/L]

Atrazine 1912-24-9 6-chloro-4-N-ethyl-2-
N-propan-2-yl-1,3,5-
triazine-2,4-diamine

C8H14ClN5 33.0 [mg/L]

Terbuthylazine 5915-41-3 2-N-tert-butyl-6-
chloro-4-N-ethyl-1,3,5-
triazine-2,4-diamine

C9H16ClN5 8.5 [mg/L]
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3. Results and discussion
The efficiency of pesticides removal from the water by using the sorption materials Filtrasorb 400 and WG12 was 
observed at the pH 7,6, laboratory temperature (22–23°C) and initial concentration of pesticides of 0,5 μg/L. The time 
of the contact of water with the sorbent was 30–240 minutes. Results of the adsorption efficiency and the immediate 
adsorption capacity for sorption materials Filtrasorb 400 and WG12 are shown in figures 2 and 3.

 Figure 2. Adsorption efficiency [%] of activated carbon for selected chlorinated pesticides removal 
from the water in relation with the contact time

 Figure 3. Adsorption capacity [µg/mg] of activated carbon for selected chlorinated pesticides and various contact times

The adsorption efficiency (in %) and immediate adsorption capacity (in µg/g) of activated carbons F400 and 
WG12 were calculated for the individual chlorinated pesticides depending on the water – material contact time on the 
base of the measured concentrations of the individual organic compounds. Based on the defined values, the efficiency 
of chlorinated pesticides removal η [%] and immediate adsorption capacity of selected sorption materials – at [µg/g] 
were calculated. 

(1)

(2)

where η is the adsorption efficiency in %, at is the immediate adsorption capacity in µg/g, co or cm are the concentra-
tion of pesticides before and after the adsorption of pesticide at the time t [µg/L], V is the volume of water solution of 
0.4 litre, m is the weight of sorption material, 0.4 g. 

As we can see from the figures 1 and 2, the removal efficiencies for both types of activated carbon reached over 90%, 
which can be considered a very effective adsorption process. However, adsorption on the granular activated carbon 
Filtrasorb 400 took place with higher efficiency than on the granular activated carbon WG12. For the adsorption of 
chlorinated pesticides with the Filtrasorb 400 adsorption material, we can see that after 2 hours of adsorption, more 
than 80% removal efficiency of the monitored pesticides from the model water was achieved. In contrast to the adsorp-
tion material WG12, where only a maximum of 60% removal efficiency occurred after 2 hours of adsorption. For the 
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triazine group of pesticides, Terbuthylazine was adsorbed best on used granular activated carbon F400 and WG12 with 
an efficiency removal from water of 97.3% or 94.5% respectively. 

The adsorption capacity materials Filtrasorb 400 and WG12 was for Terbuthylazine between 0.235–0.510 µg/mg or 
0,122–0.495 µg/mg respectively, adsorption capacities for Atrazine were in range 0,109–0,456 µg/mg for sorbent 
F400 and 0,094–0,444 µg/mg for WG12. The Simazine adsorption capacity were between 0,090–0.454 µg/mg for 
sorbent F400 and 0,089–0.447 µg/mg for WG12. Adsorption capacity depend on the contact time of water with the 
material.

Figure 4. Kinetic equation of the 1st order for the adsorption of Atrazine, Simazine and Terbuthylazine on granulated activated carbon 
Filtrasorb 400

Figure 5. Kinetic equation of the 0th order for the adsorption of Atrazine, Simazine and Terbuthylazine on granulated activated 
carbon WG12

Reaction kinetics was studied for the adsorption of used chlorinated pesticides. Reaction kinetics of 0th, 1st, 2nd and 3rd 
order were studied. In figure 4 to 5 are illustrated calculated values of kinetic reactions in linearised shape (y = a.x + b) 
for used activated carbons. 

As the figures 4 and 5 presents, 0th order kinetics has been shown to best describe adsorption process for adsorbent 
WG12. For the adsorbent F400, the 1st order kinetics is the best describe the process of adsorption. R2 factor represents 
how accurate and precise kinetic equation is. The closer the number is to 1, the better kinetic equation describes the 
process. These equations are acquired by linearization of the kinetic equations.

4. Conclusion
The chlorinated pesticides (s-triazines) are among the most commonly used herbicides worldwide, which contaminate 
aquatic environments. This article studies adsorption of chlorinated s-triazines from water on the two granular activated 
carbons Filtrasorb 400 and WG12. 

Based on the obtained data, we can conclude that the adsorption of pesticides is effective for both types of adsorption 
material. Nevertheless, it is still true that certain substances are better adsorbed on a specific type of adsorption material.

The efficiency and adsorption capacity of the adsorption materials used was different. Filtrasorb 400 proved to be a bet-
ter sorption material than WG12, the efficiency for Terbuthylazine removal ranged between 44.8–97.3%, the efficiency 
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of WG12 ranged between 23.2–94.5%, depending on the contact time of water with the material. Terbuthylazine was 
adsorbed best on used granular activated carbon F400 and WG12, Atrazine and Simazine have a slightly lower removal 
efficiency from water with the studied sorbent materials. The efficiency for Atrazine removal for F400 ranged between 
23.0–96.6%, the efficiency of WG12 ranged between 19.8–94.1%, the Simazine removal efficiency was 19,1–96,4% 
for materials F400, the efficiency of WG12 ranged between 18.9–94.9%

The adsorption efficiency (%) and immediate adsorption capacity (µg/mg) for the individual pesticides depending on 
the water – material contact time, pH value of water, and concentrations of the individual pesticides in water. 

Kinetic model parameters were adjusted to find the best values fitting experimental data with simulation results. 1st 
order kinetics has been shown to best describe adsorption process for adsorbent Filtrasorb 400 and 0th order kinetics 
for adsorbent WG12.
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Abstract 
During the treatment process of exhaust gasses produced by gasification of sewage sludge oily wastewater is generated 
which contains high concentrations of organic load and solid particles created by the contact of the contaminated gas 
with the liquid through which it passes during its treatment. Sewage sludge was generated as a by-product at the waste-
water treatment plant (WWTP) in Zagreb (Croatia). For the purpose of this paper oily wastewater was further treated 
by hybrid electrochemical process. Applied electrochemical treatment is based on the flow of electric current through 
electrodes immersed in wastewater. In the process, metals are released from the electrodes and form flocs that coagulate 
the pollutants present in the wastewater and produce sludge that settles down in the reactor during the sedimentation 
phase. This research is focused on the influence of different process parameters suh as electrode materials (stainless 
steel, iron, aluminum), pH of raw wastewater, and current on the efficiency of the treatment process. The objective was 
to eliminate chemical oxygen demand (COD) and total hydrocarbons (mineral oils) from wastewater below the limits 
prescribed for discharge to the environment or public sewer system. The laboratory tests were carried out in batches 
with a wastewater volume of 10 liters in one batch. The wastewater is characterized by a light brown color, fine soot 
particles, unpleasant odor, slightly alkaline pH (8.95) and high levels of COD (790 mg/L) and total hydrocarbons 
(14.20 mg/L). The experimental results show that the hybrid electrochemical treatment process that combines elec-
trooxidation and electrocoagulation processes effectively reduces the concentration of COD and total hydrocarbons 
from wastewater generated during the treatment process of exhaust gas from sewage sludge gasification unit, proving 
the application of this process for the treatment of this type of oily wastewater.

Keywords: oily wastewater, exhaust gas treatment, electrochemical treatment, electrodes, COD, hydrocarbons, 
mineral oil. 

1. Introduction 
Wastewater is all potentially polluted industrial, sanitary, storm, and other water. Legal entities and individuals may 
discharge wastewater within prescribed emission limits. Water for human consumption is all water, either in its original 
state or after treatment (conditioning), intended for drinking, cooking, food preparation, or other domestic purposes, 
regardless of its origin and whether it comes from the public water supply system, from cisterns, or from bottles or 
water containers [1]. With the growth of population, water consumption is also increasing, so it is necessary to ensure 
sufficient quantity and quality of water. This also becomes one of the biggest problems of the present century. The 
solution to this problem may lie in wastewater treatment. The quality of drinking water in the future depends mainly on 
how seriously the laws and regulations for the protection of water are observed in order to preserve water resources [2].

Any composition of polluted water has a high content of colloidal particles. Colloidal particles are particles of small 
dimensions that are not affected by gravity and therefore do not settle. The removal of colloidal particles from water 
can be achieved by the processes of coagulation and flocculation, which are performed by adding so-called flocculants. 
Flocculants that form larger agglomerates – flocs – with colloidally dispersed particles, which can then be removed 
from the water by sedimentation, flotation or filtration. To destabilize the colloidal suspension, the electrostatic repul-
sion between the particles must first be reduced, i.e., the charges on the surface of the particles must be neutralized. This 
process is called coagulation and is achieved by the addition of multivalent cations, which reduce the zeta potential by 
binding to colloidal particles. The coagulation process should be carried out as quickly as possible and with vigorous 
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stirring to distribute the added multivalent cations evenly throughout the suspension before hydroxide precipitates form 
during the flocculation process [3].

In this work, an experimental study was carried out to test the efficiency of electrocoagulation as an electrochemical 
process for the treatment of oily wastewater of mineral origin. The applied technological process is based on the use 
of two types of electrodes (iron and aluminum). In this study, the influence of various technological parameters on the 
efficiency of treatment of oily wastewater was investigated, i.e. the removal of organic matter expressed by chemical 
oxygen demand (COD) indicators. At the same time, the influence of different reaction times on individual electrodes 
(Fe and Al) and the influence of different pH values in the raw wastewater were studied.

1.1. Oily wastewater 
Wastewater containing oil are mainly generated in oil processing, petrochemical, metallurgical and mechanical indus-
tries, processing of various types of wastes, and maritime transport. Oily wastewater is a mixture of wastewater and oil 
in varying proportions. In such wastewater, fats and oils are often classified as hazardous wastes and must be removed 
before the water is reused or dusposed in the environment [4], [5], [6], [7]. Oil includes the following substances: light 
and heavy hydrocarbons, oil, tar, grease, wax, soaps, and others. It is estimated that industrial production of 1 t of oil 
for refineries generates 0,5–1 t of wastewater [8].

Parameters that characterize potential pollution of refinery and petrochemical wastewater include general variables that 
also apply to municipal wastewater and variables that apply specifically to the oil and petrochemical industries (hydro-
carbons, sulfur compounds, etc.). General characteristics that also apply to municipal wastewater include: Suspended 
solids (SS), biological oxygen demand (BOD5), COD and ammonium (NH4+–N). Parameters characteristic of pollu-
tion control in the oil industry are hydrocarbons, phenols, sulfides, nitrogen compounds, heavy metals, etc. [9]. COD 
is the mass concentration of oxygen required to oxidize substances dissolved and suspended in 1 liter of water under 
certain conditions. The specified concentration is expressed in milligrams of oxygen per liter of wastewater (mg O2/L). 
The determination method COD is based on the determination of the proportion of oxygen consumed for the oxidation 
of a substance in water, using the reduction of a bichromate solution under special conditions [10].

2. Description of the electrocoagulation process
In the last decade, research on the application of electrochemical methods in the treatment of drinking water and 
wastewater has intensified [2]. The research deals with different types of wastewater: domestic wastewater, industrial 
wastewater, with heavy metals, organic and inorganic contaminants, dyes, underground contaminated water, leachate, 
etc. For each wastewater, the effect of electrochemical processes (EC), independently or in combination with advanced 
oxidation processes (AOP), on its composition is observed, as well as the percentage of pollution that can be removed 
to make the water safe for use or discharge to the environment, and whether it is within the above regulations for waste-
water emission limits [11]. The following water quality indicators are most commonly observed: chemical oxygen 
consumption (COD), total suspended solids (TSS), total dissolved solids (TDS), total nitrogen (TN), total phosphorus 
(TP), mineral oils, heavy metals such as copper, nickel, zinc, manganese, etc.

Electrochemical processes involve applying an electric field to one or more groups of electrodes, with or without 
the use of semipermeable membranes or additional electrolytes, to remove inorganic, organic, and microbiological 
contaminants in water. Depending on the concept of the system, a distinction is made between electrocoagulation, 
electroflotation, electrooxidation and electrodialysis. Electrochemical processes are not distinguished by the treatment 
mechanism, but by the fact that the substances required to carry out the process are generated in situ in a reaction vessel 
designed as an electrochemical cell [2].

The essence of electrocoagulation is that in the reaction vessel (electrochemical reactor) under the influence of the 
electric field, cations (e.g. Fe2+, Al3+), which are necessary for the process of coagulation of the pollutants present in 
the water, are released from the anodes and simultaneously oxidize the water to oxygen and H+ ions. At the same time, 
the water is reduced at the cathode, producing hydrogen and OH- ions. Stable hydroxides of iron and aluminum are 
formed by the reaction of cations and OH- ions. Suspended and dissolved impurities are removed by coagulation with 
electrochemically generated iron and aluminum cations, by coprecipitation with iron and aluminum hydroxides, and 
by precipitation of the corresponding metal hydroxides [2].

The change in pH is much greater at the beginning of the EC experiment than at the end, where an equilibrium state is 
normally reached. After the EC treatment, the pH of the wastewater increases due to the acidic influence, but decreases 
due to the alkaline influence. In previous studies, an increase in solution pH was also observed when Fe anodes 
were used compared to Al anodes. It is believed that the decrease in solution pH is due to the formation of aluminate 
(Al(OH)4), which consumes alkalinity [13], [14], [15], [16], [17], [18].
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Figure 1. Scheme of a bipolar cell with direct and indirect anodic oxidation processes [12]

One of the most important factors affecting the formation of metal complexes is the pH of the solution and the anion 
concentration. Metal cations undergo a series of hydrolysis reactions and various forms of charged multidimensional 
hydroxide particles Al3+ or Fe3+ may be present in the solution. Fe2+ is a very weak coagulant and therefore in most 
cases is oxidized to the Fe3+ form during the coagulation process to ensure greater coagulation efficiency. Neutral 
amorphous metal hydroxides, Al(OH)3 and Fe(OH)3, are poorly soluble species. The distribution of mononuclear metal 
species can be illustrated by the solubility diagrams in Figure 2. At lower pH values, the positive charge of the Al and 
Fe species is greater and the primary mechanism of coagulation is the reduction of surface charge. At higher pH values, 
the dominant Al and Fe species are larger, less charged, and tend to form polymers, so the primary mechanisms of 
coagulation are adsorption, mutual bridging, and final entanglement in the precipitate. Therefore, pH is a key parameter 
that determines how the coagulant destabilizes colloidal suspensions. It was found that during the coagulation process, 
the most effective pH range is 5.0–6.5 for Al and 4.5–6 for Fe [19], [20].

Figure 2. Concentrations of soluble monomeric hydrolysis products od Fe3+ and Al3+ in equilibrium with amorphous 
hydroxides at zero ionic strength and 25° [19]

The influence of the pH of the water or wastewater on the coagulation process is shown both in the use of electricity 
and in the effect of dissolution of metal hydroxides. In a reactor with an aluminum electrode, the electricity consump-
tion is high in both acidic and alkaline environments, while the treatment effect in a neutral environment depends on 
the nature of the impurities.

A characteristic element affecting electrocoagulation is also current density. It is known that the amount of adsorbent 
(floc) produced depends mainly on the electrode material, time and current density. Faraday’s law of electrolysis pro-
vides a theoretical estimate of the amount of dissolved Fe2+ or Al3+ ions produced by the operation of the anode. The 
law defines the relationship between the strength of the current (I) and the electrolytically generated mass (m) in the 
electrochemical cell (1):

(1)
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where: m is the mass of the metal (g), t is the working time of the electrode (h), I is the current (A), M is the molecular 
mass for Al or Fe (g/mol), z is the number of electrons transferred (2 or 3), F is Faraday’s constant (96.487 C/mol), the 
correction coefficient of the dissolution efficiency. It should be noted that the resolution efficiency can be higher than 
100%, i.e. higher than the value determined by Faraday’s law.

The size of the electrocoagulation device is also determined by the current density. This relationship is inversely pro-
portional. High current density applications require smaller device dimensions. In addition, at high current densities, 
most of the energy is converted to heat energy, greater energy losses occur, and the water being treated is heated, which 
is considered a negative phenomenon. The recommended current density for prolonged operation without extended 
interruptions is in the range of 20 to 25 A/m2. However, compared to the scientific research results published so far, 
there is still a lot of room for further research and new findings in this area. The choice of current density also depends 
on the pH, temperature and speed of water flow through the device. The characteristics of the treated water depend on 
the amount of ions produced (mg) or the amount of electrification, the product of current and time (Ah).

The most commonly used materials for the production of electrodes are aluminum or iron in the form of plates or 
compact waste material of the same elements. Regardless of whether waste material is used, applied to the electrode 
supports or the plates, care should be taken to prevent sludge from settling between the parts that make up the electrode. 
Therefore, it is necessary to rinse the electrodes.

The effect of the electrocoagulation process itself can be influenced by the arrangement of the electrodes as well as the 
distance between them. The arrangement of the electrodes can be simple, if it consists of one anode and one cathode, or 
complex, if it consists of several anodes and cathodes within the electrocoagulation device. The complex arrangement 
of electrodes can be classified as either monopolar (Figure 3 a) or bipolar (Figure 3 b).

Figure 3. Electrode arrangement in a thin cell: a) monopolar electrode arrangement;  
b) bipolar arrangement of electrodes [14]

In addition to rectangular electrodes, round and cylindrical electrodes are also in use and can be placed either horizon-
tally or vertically. Although the use of horizontal electrodes is rare in practice, such an arrangement of electrodes allows 
higher efficiency of mixing in the reactor of the electrocoagulation device [14].

3. Methods

3.1. Oily wastewater of mineral origin
The oily wastewater was taken from a wet scrubber, i.e. from a flue gas cleaning system from the process of a thermal 
treatment of sewage sludge (gasification) produced in wastewater treatment plants (WWTP). Within the framework of 
the scientific research project BRAVOBRICK, carried out at the University of Zagreb, Faculty of Civil Engineering, 
a certain amount of sewage sludge generated at WWTP Zagreb was thermally treated in a pilot plant for sewage sludge 
gasification. Gasification produces waste gases that must be cleaned before they are released into the atmosphere. In 
addition to the pilot plant for sludge gasification, a pilot plant for flue gas cleaning was installed as a wet scrubber. 
Wastewater from flue gas cleaning plants is referred to as oily wastewater of mineral origin, which must be treated in 
accordance with regulatory requirements before discharge to the environment or public sewer [11]. The collected oily 
wastewaters were treated in the hydrotechnical laboratory at the Faculty of Civil Engineering, University of Zagreb, 
as part of this research.

3.2. Experimental research
In this study, 24 experimental tests were performed on the treatment of oily wastewater by electrocoagulation, which 
belongs to the group of electrochemical methods. Iron or aluminum electrodes were placed vertically on the bottom of 
the reaction vessel, into which 10 liters of wastewater were placed for each test.

The first part of the experiment starts at the iron electrode, as the first phase of the applied electrocoagulation process. 
After the completed cycle (reaction) on the iron electrode for different durations of 10, 15 or 20 minutes, depending on 
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the experiment, an aluminum electrode is introduced into the same sample, whose effectiveness was also tested with 
different durations of 10, 15 or 20 minutes. The oily water in the tank is continuously mixed with electrochemically 
generated gases (H2, O2) that transport impurities to the surface and form a thick foam, after which electroflotation 
takes place. In addition, the suspension was stirred mechanically with a wooden stick and air bubbles with a pump. In 
order to optimize the process, the effectiveness of the electrode type (iron, aluminum), contact time (10, 15 and 20 min-
utes) and current intensity (15–60 A) were observed, as well as the influence of different pH values in the raw wastewa-
ter. During the experiment, the input values of each water quality indicator and their values were measured during and 
at the end of the experiment. The values of pH, dissolved oxygen (DO), electrical conductivity (EC), dissolved solids 
(TDS), temperature (T) and chemical oxygen consumption (COD) were monitored. In each experiment, the initial 
parameters of the incoming oily wastewater were observed. After the initial values were determined, HNO3 and NaOH 
are added to lower or raise the pH of the raw wastewater (within the pH range of 4 to 9). In this way, an attempt was 
made to study the influence of different pH values in the raw wastewater on the treatment efficiency.

During the electrocoagulation process, i.e., operation of the electrodes, the current intensity was controlled by 
a 900 W laboratory rectifier (MC Power LBN-1990) with a current intensity range of 0 to 60 [A]. Multimeter (multipa-
rameter) HI98194 pH / EC / DO (manufacturer HANNA) was used to measure certain water quality indicators, such 
as: Water temperature, pH (resolution and accuracy: 0.001 pH, ± 0.002 pH), DO (resolution and accuracy: 0.01 mg/L, 
± 0.2 mg/L), EC (resolution and accuracy: 0.05% FS & ±1% FS + 1 LSD) and TDS. Spectrophotometer The heating 
block NANOCOLOR VARIO C2 (manufactured by Macherey Nagel) was used to determine the COD values. The 
reagents used are NANOCOLOR COD HR 1500 (for determination of COD in the range 20–1500 mg/L O2) and 
NANOCOLOR COD 600 (for determination of COD in the range 50–600 mg/L O2).

4. Results and discussion
The values of physical and chemical indicators determined in the raw wastewater from the wet scrubber for flue gas 
cleaning and in the wastewater after the cleaning process EC, as well as the permissible upper limit prescribed by Cro-
atia regulation, are listed in Table 1. In each gasification test 10-20 kg of sludge were processed, therefore the incoming 
wastewater streams are different. The organic load values are not as high because a smaller amount of waste sludge was 
processed. The load concentrations depend on the way the process was performed during gasification and the amount 
of input material (sludge) processed. Wastewater containing oil is characterized by a very intense odor and a slightly 
alkaline pH of about 8.8. The wastewater contains soot particles that settle on the bottom of the tank over time.

Table 1. Physico-chemical parameters determined in raw water and EC treated oily water for each parameter and 
upper permissible limit prescribed by Croatia regulation (UPLcro)

PARAMETER RAW AFTER EC PROCESS UPLCRO

PH 7.4–8.8 8,4 6.5–9.5

DO (PPM) 0.3–3.1 0,84 –

EC (MS/CM) 1,246–7,330 2,995 2.5

TDS (PPM) 363–3,637 1,420 –

KPK (MG/L) 310–688 332 700

T (°C) 22.8–28.1 31.5 40

Figure 4 shows the efficiency of removal of COD from oily wastewater at pH 9 to pH 4 for different current durations 
at the electrodes. From the graphical representation, it can be seen that the efficiency initialy increases with increasing 
duration at the electrodes.

Figure 4a shows the efficiency of removal of COD from oily wastewater at pH 9 for different reaction durations at the 
electrodes. The most efficient COD removal was achieved with 20 minutes of current duration at the electrodes. It is 
necessary to perform further experiments in future research with longer reaction times at the electrodes to determine 
the further behavior of the efficiency.

Figure 4b shows the efficiency of removal of COD from oily wastewater at pH 8 for different reaction durations at the 
electrodes. An efficiency of 50% is achieved with reaction times of 15 minutes at the iron electrode and 15 minutes at 
the aluminum electrode. A daily increase in time leads to a decrease in efficiency to 20%.

The efficiency of COD removal at pH 7 is shown in Figure 4c. The efficiency increases with increasing duration of 
the reaction at the electrodes. The efficiency of removal of COD at 10 minutes on iron and aluminum electrodes is 
15%, and with increase in time to 15 minutes for iron and aluminum electrodes, an efficiency of 50% is achieved. 
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With further increase in time to 20 minutes, the efficiency drops to 16%. It is still necessary to test times of more than 
20 minutes of reaction time for both electrodes to see if even higher efficiency can be achieved.

Figure 4d shows the effectiveness of COD removal at pH 6 and different reaction times. From the graphical representa-
tion, it can be seen that the efficiency increases with increasing duration of the reactions at the electrodes. The highest 
efficiency was obtained at a reaction time of 15 minutes for the iron and aluminum electrodes, 52%. At a reaction time 
of 20 minutes for the iron and aluminum electrodes, the efficiency drops to 11%.

The effectiveness of removing COD at a pH 5 is shown in Figure 4e. From the graphical representation, it can be seen 
that the highest efficiency of 26% was obtained at a reaction time of 15 minutes for iron and aluminum electrodes. 
When the reaction time is increased to 20 minutes for iron and aluminum electrodes, the efficiency reaches 23%.

Figure 4f shows the efficiency for COD at pH 4. The highest efficiency of 19% was obtained with a reaction time of 
15 minutes for the iron and aluminum electrodes. With further increase in time, the efficiency drops to 6%.

From Figure 4 it can be seen that the highest efficiencies were obtained with reaction times on iron and aluminum 
electrodes of 15 minutes. 

Figure 5 shows the efficiencies of COD removal at different pH values from 4 to 9. The highest COD efficiencies were 
obtained at pH 6, 7 and 8, namely 52%, 50% and 49%.

Figure 4 Efficiency of COD removal from oily wastewater at different initial pH values for different time durations of the current on 
the electrodes: a) pH 9, b) pH 8, c) pH 7, d) pH 6, e) pH 5, f) pH 4
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Figure 5 Efficiency of COD removal from oily wastewater in the range of pH value 4–9 and reaction times on iron electrode 15 
minutes and aluminum electrode 15 minutes

5. Conclusion
This paper presents the results of an experimental laboratory research testing the effectiveness of electrocoagulation as 
an electrochemical process in the treatment of oily wastewaters of mineral origin (oily wastewater generated during the 
treatment process of exhaust gasses produced by gasification of sewage sludge). The efficiency of removal of individ-
ual pollutants from wastewater was tested under laboratory conditions with the aim of optimizing various parameters. 
A total of 24 experimental tests were carried out and the influence of different input settings (pH of raw wastewater) 
and technological parameters (reaction time) on the operation of the whole process and its efficiency was observed. The 
values of COD as well as technological/operational parameters (pH, current, electrical conductivity, dissolved oxygen, 
temperature) were observed. An analysis of the results was carried out with the aim of finding the optimal technological 
process, which depends on the type of electrodes, current intensity and reaction time, as well as the concentration of 
input loads and the time and method of deposition. The results of the research confirm that with the formation of an 
electrochemical process (based on electrocoagulation) for the treatment of oily wastewater, 50% efficiency of COD 
treatment can be achieved. The results of the conducted research show an efficiency of COD removal of about 50% 
at pH values of 6 to 8 and a reaction time of 15 minutes. A slightly lower COD treatment efficiency was achieved at 
a reaction time of 20 minutes, and the lowest at a reaction time of 10 minutes.
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Abstract 
Bricks were made from sewage sludge ash (SSA) fired under laboratory conditions at a temperature of 1000°C from 
sewage sludge (SS) originating from the wastewater treatment plant (WWTP) in Karlovac. Mechanical properties 
of bricks are influenced by different factors such as texture, particle size distribution, type of minerals and chemical 
composition of the clay and SSA. Literature results of the fineness analysis of SSA together with the particle size dis-
tribution curves show that the material is predominantly composed of fine sand and silt particles, indicating its natural 
suitability as a filler material in brick production or as a substitute for clay after grinding. The particle size distribution 
of SSA and clay was determined using Malverns Mastersizer 2000 instrument. The sand content of SSA was slightly 
higher than that of clay soil, while clay soil contained much more clayey and silty material compared to SSA. The 
results of the tests showed that the SSA content is the determining factor for the quality of the bricks. An increase in 
the SSA content leads to a decrease in the compressive strength of the bricks. When up to 20% SSA was added to the 
bricks, the compressive strength was 38.7 Nmm–2. The conditions for production of good quality bricks are 10% SSA 
in the moulding compounds and firing at 950°C with a heating rate of 5°C min–1 and the resulting compressive strength 
was 52.9 Nmm–2. The compressive strength for bricks with 5% SSA was 47.4 Nmm–2, while the compressive strength 
of the control brick (100% clay) was 50.4 Nmm–2.

Keywords: sewage sludge, sewage sludge ash, particle size distribution, brick production, compressive strength.

1. Introduction 
The production of sewage sludge (SS) in wastewater treatment plants (WWTP) is constantly increasing worldwide. 
Sewage sludge ash (SSA) is an inorganic waste material produced by the incineration or gasification of SS. However, 
methods for energy recovery from SS and the use of SSA as a substitute raw material for clay in the manufacture of 
bricks, mortar and cement are increasingly being explored [1–5]. This is in line with the principles of the circular econ-
omy, which is increasingly being promoted by the European Union. Waste recycling has recently gained importance 
in the field of construction materials [1,3]. The use of SSA as a substitute material in the production of clay bricks is 
considered as a disposal solution. Many studies show that the admixture of waste to the composition of fired clay bricks 
has positive effects on the performance of the bricks. The use of SSA for the production of recycled bricks is of great 
importance for the complete reuse of SSA resources. 

2. Methods

2.1. Origin of the SSA and clay
Since there is not a single incineration plant in the Republic of Croatia, SSA was obtained in a laboratory process by 
burning in a muffle furnace at a temperature of 1000°C. SSA was obtained from the incineration of SS from the sewage 
treatment plant in Karlovac. The WWTP Karlovac has tertiary wastewater treatment with nitrogen and phosphorus 
removal. SS samples were collected from SS after anaerobic digestion and mechanical dewatering. About 70% of the 
remaining moisture was removed by drying in a laboratory dryer at 105°C for 24 hours and then burned in a muffle 
furnace at a temperature of 1000°C. The recovered SSA was then crushed using an electric mill and sieved through 
a 707 μm screen. The obtained SSA was stored in plastic containers at room temperature.

The basic raw material for brick making – clay – was taken from the brick factory in Topusko (Croatia). Due to the 
moisture contained in it, the collected clay samples were dried in the dryer in the same way as the SS. After drying, 
they were also sieved through a sieve of the same size as the SS. The raw materials prepared in this way were subjected 
to further analysis.

mailto:drazen.vouk@grad.unizg.hr
mailto:andelina.bubalo@grad.unizg.hr
mailto:ninab@grad.unizg.hr
mailto:dnakic@unin.hr
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2.2. SSA and clay characterization 
Characterization was performed with SSA prepared according to the previously described procedure, except for the 
determination of particle size distribution (without grinding). Morphology was examined using a scanning electron 
microscope (SEM). Samples were analysed at FE-SEM, Mira, Tescan, Czech Republic, and the evaporator was 
a Q150T, Quorum Technologies, England (samples were evaporated with chromium for 100 s).

The results of particle size distribution measurements by laser diffraction using a Malvern Mastersizer 2000 instru-
ment. The particle size distribution of clay and SSA was determined by the laser light scattering method. The results 
are presented as plots of the percentage of particles of a given size in the particle volume (mass) distribution. Sample 
preparation for analysis was as follows: A representative sample was crushed, lightly tamped with a pestle in a porce-
lain mortar (note: all samples except clay could be crushed with fingers), and then dispersed in water (about 100 mg 
in 1 ml) while an ultrasonic probe (44 kHz) was preheated, 190 W, steel tip, 3 × 20 s). Then the dispersed sample was 
added to the flow cell of the instrument and the particle size distribution was measured. A value of 1.65, characteristic 
of aluminosilicate, was used as a reference refractive index.

X-ray diffraction (XRD) analysis of the clay and SSA samples was performed. The powder samples were reduced by 
quantification to the amount required for analysis, homogenised, placed in a carrier, and subjected to X-ray diffrac-
tion (XRD) analysis on a Shimadzu XRD-6000 diffractometer using CuK α-radiation with an accelerating voltage of 
40 kV and a current of 30 mA in the range of 2–90 2θ◦ with a step of 0.02 2θ◦ and a retention time of 0.6 s. The X-ray 
diffraction (XRD) analysis was performed on the samples. The results are shown in (Figures 8–10) as a function of the 
intensity of the diffraction maxima around the diffraction angle.

Chemical analysis of SSA and clay includes the content of metal oxides and the content of heavy metals. Oxides 
present in clay and SSA were determined by atomic absorption spectroscopy using an Analyst 200 instrument (Perkin-
Elmer, Inc., Waltham, MA, USA). Samples were first dissolved by boiling in an acid mixture in steel autoclaves with 
a Teflon cartridge, then diluted to the desired amount and measured. Results are reported as mass percent of each oxide 
in the sample (K₂O, MgO, Fe₂O₃, CaO, Na₂O, SiO₂, Al₂O₃, and TiO₂). Heavy metals in clay and SSA were determined 
by X-ray fluorescence (XRF) recorded with a molybdenum tube and a molybdenum secondary target under vacuum at 
1000 s and 45 kV/35 mA and compared with IAEA SL -1.

2.3. Preparation of laboratory SSA brick
The preparation of brick production on a laboratory scale was as follows. A 100% clay brick was made as a control 
brick for comparison. Other bricks were made with the substitute material SSA in proportions of 5 and 10%. For each 
batch, the general dry raw materials were mixed in the proportions indicated and then tap water was added to maintain 
the plasticity of the mixture. The proportions of water for each mixture are shown in Table 1. After the mixture was 
mixed and its workability was achieved, it was shaped into disks using metal moulds. The obtained moulded parts were 
air dried in the moulds for about 4 hours, after which the mould was removed. The next day, the moulded part was dried 
in a dryer at 105ºC until the weight loss stopped. After natural cooling, it was fired in a muffle furnace at a temperature 
of 950ºC, increasing the temperature by 5ºC per minute, and remained at the desired temperature for 3 hours. 

Table 1. Brick recipes used in this work (% by weight)

Substitution ratio with SSA [%] Clay [%] Water [%]

0 100 31
5 95 31
10 90 30

The following tests were carried out on the bricks produced:

Tests Methods

Compressive strength HRN EN 772-1; 2015.

24-h cold-water submersion tests HRN EN 772-21, 2011.

5-h Boiling tests HRN EN 772-7; 2003.

Saturation coeffıcient Saturation coefficient = (Wc (24) – Wd ) /(Wb(5) –Wd)*

Heavy metals XRF

*Wd = dry weight of the specimen, Wc(24) = saturated weight of the specimen after 24-h submersion in cold water, and 
Wb(5) = saturated weight of the specimen after 5-h submersion in boiling water.
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3. Results and discussion

3.1. SSA and clay characterization 

3.1.1. Particle size distribution of SSA and clay

Figure 1. Particle size distribution in clay sample

Figure 2. Particle size distribution in SSA sample

The combustion of SS produces fine particles that, when completely burned, may contain some sand-sized particles with 
insignificant organic residues and low moisture content. Figure 2 shows that the particle size distribution of SSA is very 
similar to that of clay (Figure 1). Particles less than 2 μm in size are extremely fine-grained clay that appears plastic. Par-
ticles between 2 and 60 μm are silt size. They are not plastic or have very low plasticity. Particles between 50–2000 μm 
are sand-sized particles that have no plasticity.

3.1.2. Morphology of sewage sludge and clay samples
The microstructures of the specimens were studied by scanning electron microscopy (SEM). SEM allows characteriza-
tion of the morphology, shape, size, and particle distribution in materials. A SEM image of a clay sample shows mostly 
quartz flakes. The spongy, porous structure indicates the presence of illite.

Figure 3. SEM image of clay sample showing Figure 4 SEM image of SSA sample showing their their 
morphological variations morphological variations
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In the SSA sample, the presence of glassy aluminosilicate structures is also observed, sometimes forming characteristic 
shapes with a spherical shape and much more often in the form of irregular clusters. The mineral structure also contains 
quartz, as in the clay sample.

3.1.3. XRD analysis of SSA and clay 
In the clay sample, the main phases are quartz and illite, while cristobalite is present only in traces (Figure 5). The 
presence of stevensite and birnessite is also possible but cannot be confirmed with certainty. An amorphous phase is 
also present in the sample, but in very small amounts. 

SSA contains clay mineral phases regardless of the high production temperature. Thermal decomposition of clay leads 
to crystallization of aluminosilicate phases at high temperatures. SSA also contains quartz and cristobalite, while illite 
is barely visible (Figure 6). Secondary phases in SSA are calcium aluminosilicate, anorthite, and calcium aluminium 
phosphate. Hematite is also visible in the sample, while there is no amorphous phase.

3.1.4. Chemical analysis of SSA and clay 
According to the results of the analysis, it is obvious that the SSA originating from Karlovac consists mainly of oxides 
of silicon, aluminum and calcium (Figure 7 and 8). The proportion of oxides in the replacement raw material SSA 
largely matches the composition of the oxides in the clay from Topusko.

Figure 5. XRD diffractograms of the clay sample 

  Figure 6. XRD diffractograms of the SSA sample
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Figure 7. Oxide content in SSA and clay Figure 8 SSA KA Oxides compared to literature results [5, 6]

However, the graphical representation in Figure 8 shows the proportion of oxides in the SSA of Karlovac compared to 
the proportion of oxides in the SSA of the other researchers. Therefore, it can be said that the composition of SSA can 
vary greatly and depends on the type of wastewater treatment process and additives used for SS conditioning, as well 
as the type of thermal treatment of SS (type of reactor, selected temperature, process, etc.).

The chemical composition of SSA compared to clay indicates a high proportion of calcium in SSA, while the pro-
portions of potassium and iron in clay are higher than in SSA (Figure 9). The content of heavy metals such as lead, 
cadmium, zinc and copper in SSA is usually higher than in clay or some additives such as sand or sawdust. Therefore, 
the use of SSA as a substitute raw material for clay should be taken with great caution. In fact, the specific results of 
this study indicate elevated concentrations of zinc, copper, and chromium in SSA compared to clay, but slightly lower 
concentrations of lead, arsenic, and vanadium are also found in SSA compared to clay. However, many studies using 
leaching tests indicate that heavy metal concentrations in brick leaching tests are significantly lower compared to 
allowable limits.

 

Figure 9. Content of major metals in the samples of SSA Figure 10. Content of heavy metals in the 
and clay samples of SSA and clay

3.2. Test on produced bricks
Figure 11 shows that the brick made with 10% SSA has the best compressive strength. The graphical representation of 
the water absorption tests in cold water increased with the increase of the percentage of SSA in the brick, Figure 12. 
According to the American standards for test materials ASTM C67-94, it should not exceed 18%, but most standards 
tolerate up to 20%. Therefore, all produced bricks, including the control brick, meet this requirement.

Boiling water absorption tests also showed an increase with increasing percentage of SSA waste in the brick. Figure 
13 shows the average percent weight increase of the bricks after 5 hours of boiling water absorption. From this figure, 
it can be seen that more water was forced into the brick by the boiling water than by the 24-hour water intake. The 
highest 5-hour boiling water uptake occurred in bricks with 20% SSA.

The coefficient of saturation is the ratio between the amount of water a brick absorbs after being in cold water for 
24 hours and the amount of water it absorbs after being in boiling water for 5 hours. When the saturation coefficient is 
low, the brick generally has good freeze-thaw resistance because it contains enough voids to keep freezing water out. 
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In this case of Figure 14, the saturation coefficient decreased with the increase of the proportion of SSA in the brick. 
The coefficient of saturation is a good indicator of resistance to freezing and thawing.

Figure 11. Compressive strength

Figure 12. 24-h cold-water submersion tests

Figure 13. 5-h Boiling tests
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Figure 14. Saturation coefficient

4. Conclusion
SSA obtained by firing SS from Karlovac at 1000°C proved to be a suitable substitute raw material for brick produc-
tion. The morphology, particle size, mineral and chemical composition of SSA proved to be very similar to the natural 
raw material – clay. The strength of the specimens fired at 950°C was improved by the addition of 10% SSA. It was 
concluded that the reactive amorphous nature of the SSA particles locally enhanced the sintering effect and this resulted 
in better strength behaviour. The water absorption tests also show an increase in the absorption rate at a proportion 
of 10% SSA. However, all brick durability factors showed good values, although the quality of the bricks decreased 
compared to the control and to bricks with lower SSA content. The research results in this paper are of interest to the 
water management sector with the aim of disposing of sewage sludge and for the construction materials industry with 
the aim of reducing the use of raw materials, but also reducing CO2 emissions. Regardless of the results on the bricks, 
this research is applicable even more widely, and open a new gate for further research on how to integrate different 
types of wastes in construction industry.
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Abstract
In this study, the influence of the electrode material and the initial concentration of heavy metals on the efficiency of 
their removal from water by the electrocoagulation process is investigated. The experiments were carried out in a batch 
reactor with aluminium, iron, copper and graphite electrodes at three different contaminant concentrations. For the con-
ditions that yielded the highest efficiency, a set of experiments was conducted with perforated electrodes. The process 
was more successful at lower concentrations, and the material of the electrodes had the greatest influence.

Keywords: water treatment, heavy metals, electrocoagulation, kinetics, design of experiment.

1. Introduction 
Pollution by heavy metals has become one of the most important environmental issues in recent years. The term “heavy 
metals” refers to all metals and metalloids with relatively high density such as iron (Fe), manganese (Mn), aluminium 
(Al), mercury (Hg), zinc (Zn), cadmium (Cd), arsenic (As), antimony (Sb), boron (B), thallium (Tl), chromium (Cr), 
copper (Cu), lead (Pb), and nickel (Ni) [1]. In nature, they are widely distributed as components of the earth’s crust 
and as trace elements in living organisms. Although they occur naturally in soils and sediments, significant sources 
of heavy metals in the environment are human activities (agricultural, pharmaceutical, municipal, mining and metal 
processing waste and wastewater, fossil fuels consumption, etc.) and atmospheric sources like volcanic emissions 
and atmospheric dust [2]. Even though low concentrations of heavy metals are necessary for metabolism and normal 
growth and development of the organism, higher concentrations can have toxic and harmful effects, so the continuous 
release of heavy metals into the aquatic environment and increased human exposure are of concern [3], [4]. A major 
problem is the observed bioaccumulation in living organisms. Heavy metals enter the aquatic environment through 
natural or anthropogenic pathways and enter the food chain [1]. Since they are not biodegradable, they accumulate in 
living tissues, and pose a hazard with chronic exposure [5]. Arsenic, cadmium, chromium, lead, and mercury, for exam-
ple, are considered systemic toxins because they can cause damage to several different organs, even at low levels of 
exposure [6]. They are also classified as carcinogens by the U.S. Environmental Protection Agency. Cadmium has been 
linked to “itai-itai” disease, respiratory and kidney problems, liver damage, anaemia, digestive issues, and inhibition of 
calcium control in the body [7]. Chromium can cause allergic dermatitis, nausea, vomiting and alopecia [8]. Excessive 
nickel consumption can result in anaphylaxis, red blood cell damage, chronic bronchitis, liver and kidney damage [9]. 
Exposure to high concentrations of cobalt can lead to hearing, vision, nerve, and thyroid problems [10]. The toxicity of 
heavy metals depends on the dose, route of administration, chemical form, as well as gender, age, weight, and genetics 
of the exposed individuals [5],[11].

To meet the growing demand for lower heavy metal levels in drinking water and wastewater, various water treat-
ment processes are being investigated and developed. One of the promising technologies is electrocoagulation (EC). 
Although it is similar to chemical coagulation, EC is characterized by in situ generation of coagulants by passing an 
electric current through sacrificial electrodes. The most commonly used electrodes are electrodes made of iron and 
aluminium [12]. Under the influence of the electric current, the anodes dissolve, oxygen is released, and metal cations 
(Al3+, Fe2+) are formed [13],[14]. At the same time, hydrogen and hydroxide ions are released at the cathode. The 
hydroxide ions migrate to the anode, where they form polymeric iron and aluminium hydroxides with the metal cations, 
which act as coagulants. The reaction at the aluminium anode is given in Eq(1). The reaction at the cathode proceeds 
according to Eq(2). In the alkaline medium, aluminium hydroxide is formed as shown in Eq(3), while Eq(4) shows its 
polymerization.[15], [16]

(1)
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(2)

(3)

(4)

The removal of pollutants from water occurs by chemical reactions and precipitation or by physical and chemical 
binding to colloidal metal hydroxides [17]. Thus, the process consists of dissolution of the sacrificial anode, formation 
of hydroxide ions and hydrogen at the cathode, electrolyte reactions at the electrode surface, adsorption of coagulants 
onto colloidal contaminants, and removal of the formed flocs by precipitation or flotation [18]. The flocs formed by 
this process are significantly larger, more stable, and contain less bound water, which greatly facilitates the separation 
of the resulting sludge, e.g., by filtration [18], [19]. Electrocoagulation is considered an environmentally friendly tech-
nology because it avoids the addition of chemical reagents and additives, thus preventing the formation of secondary 
contaminants [18],[20]. 

The following parameters affect the efficiency of EC in removing heavy metals from water: electrode material, solution 
pH, current density, treatment time, electrode potential, pollutant concentration, anion concentration, and temperature 
[21]. In this study, the influence of electrode material and initial pollutant concentration on the efficiency of electro-
coagulation process was investigated. The experiments were statistically designed using the Design of Experiments 
approach (DOE). This approach can be used to determine the most important factors affecting the process and the 
values of these factors that allow optimization of the electrocoagulation process. These factors are independent varia-
bles, while response is a dependent variable. The main advantage of DOE is the significant reduction in the number of 
experiments to be performed, since the behavior of the interrelated factors can be predicted over a wide range of values. 
Thus, it is possible to obtain maximum information from a relatively small number of experimental data.

2. Methods

2.1. Design of experiments
Stat-Ease’s Design Expert 12 software was used for experiment design and statistical analysis. The factors studied were 
the electrode material (Al, Fe, Cu, C) and the initial concentration of heavy metals (0.1, 1, 10 ppm), while the efficiency 
of the process was the response. The efficiency of the process was evaluated by measuring the change in heavy metals 
concentrations at the end of the process. It was calculated according to Eq(5), where C0 is the initial concentration of 
the metal and Ct is the concentration of the metal measured at time t. The concentrations were measured by ICP-OES 
analysis.

(5)

The experiments were carried out following the multi-level categoric experimental design. The obtained run matrix 
and responses are shown in Table 1. 

Table 1. Experimental design matrix

Std Run
Factor 1

A: 
material

Factor 2 
B: 

concentration

Response 
1 

Mn, %

Response 
2 

Ni, %

Response 
3 

Cd, %

Response 
4 

Cr, %

Response 5
Co, %

6 1 Al 1 29.49 36.89 76.27 99.77 54.00

3 2 Cu 0.1 55.07 68.57 90.12 100 67.48

5 3 Fe 1 21.34 16.10 21.60 98.90 13.00

7 4 Cu 1 42.31 58.19 85.12 99.90 57.96

8 5 C 1 17.05 5.67 6.15 56.15 6.10

2 6 Al 0.1 35.80 53.20 78.52 100 68.00

1 7 Fe 0.1 41.02 57.93 89.63 99.60 64.71

9 8 Fe 10 6.89 8.95 13.09 97.80 7.76

10 9 Al 10 9.48 28.18 31.06 97.9 33.17

12 10 C 10 7.76 9.19 6.77 57.28 7.00

4 11 C 0.1 16.67 2.38 4.90 55.37 2.68

11 12 Cu 10 32.56 44.89 59.79 99.30 45.28
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2.2. Experimental setup and procedure
Experiments were carried out in a 3-litre plexiglass batch reactor with two plate electrodes connected to the laboratory 
power supply. Mixing was achieved using a magnetic stirrer (set at 300 rpm) placed under the reactor. The experi-
mental setup is shown in Figure 1. Four different electrode pairs (Figure 2) were used: Al/Al, Fe/Fe, Cu/Cu, and C/C. 
The active surface area or total immersed surface area of each electrode was 119 cm2 and the distance between the 
electrodes was 1 cm. The experiments were performed with synthetic solutions containing Cd, Cr, Co, Mn, and Ni. 
Three different concentrations were tested: 0.1, 1, and 10 ppm. All other parameters were kept constant. A current 
density of 15 mA cm–2 was used and all experiments were conducted at a room temperature of 25°C. The initial pH 
of the solution varied between 6.7 and 7.1. The anion concentration was not measured but is expected to be similar for 
experiments performed with the same concentration. Furthermore, no additional electrolyte was added. The duration 
of each experiment was 2 minutes, with samples taken every 15 seconds with a syringe.

Figure 1. Experimental set-up

a) b)

Figure 2. A) Aluminium, copper and iron electrodes B) graphite electrodes

A set of experiments was performed under the same conditions with perforated Al, Cu and Fe electrodes of the same 
dimensions as those originally used. The perforated electrodes are shown in Figure 3. The efficiencies of these experi-
ments were compared with those obtained with non-perforated electrodes.

Figure 3. Perforated electrodes 
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3. Results and discussion

3.1. The results of statistical analysis
The three-level categorical design resulted in suitable factorial models. Using ANOVA, the quantative significance 
of the models and each factor was calculated. A quantitative measure of model significance is the p-value or level of 
significance. The statistical significance level, P, indicates how likely it is that the difference between the experimen-
tally tested value of removal efficiency and the value predicted by the model is due to chance. The P-value describes 
the probability that an error occurred in the prediction of the result (predicted removal efficiency). If the P-value is 
below the permitted level of significance, which is usually 5% (P<0.05), the probability of an error in the prediction is 
less than 5%, i.e., there is a statistically significant difference. The models obtained for the removal nickel, cadmium, 
chromium, and cobalt indicated that the only significant factor is the electrode material with p-values ranging from 
0.0001 to 0.0234. For manganese, both electrode material and initial concentration had a similar effect, with p-values 
of 0.0049 and 0.0045, respectively. All models showed reasonable agreement between the predicted and adjusted 
R2 with a difference of less than 0.2. Table 2 shows the results of the experiments compared to the predicted values. 
Graphs of the predicted versus the actual values and normal plots of the residuals confirm the good fit of the model, as 
seen in Figure 4 in the case of manganese removal. Figure 5 shows the best solution for process optimization, i.e., the 
combination of factors that leads to maximum efficiency. 

Table 2. The comparison between predicted (*) and observed efficiencies
Material C Cd Cd* Co Co* Cr Cr* Ni Ni* Mn Mn*

Fe/Fe 0.1 89.63 60.31 64.71 43.61 99.60 99.01 57.93 40.67 41.02 33.93

Fe/Fe 1 21.60 41.81 13.00 25.66 98.90 98.95 16.10 24.36 21.34 24.34

Fe/Fe 10 13.09 22.20 7.76 16.20 97.80 98.34 8.95 17.95 6.88 10.96

Al/Al 0.1 78.52 80.82 68.00 66.84 100.00 99.47 53.20 52.43 35.80 35.77

Al/Al 1 76.27 62.32 54.00 48.89 99.77 99.41 36.89 36.13 29.49 26.19

Al/Al 10 31.06 42.71 33.17 39.43 97.90 98.79 28.18 29.71 9.48 12.81

Cu/Cu 0.1 90.12 97.22 67.48 72.03 100.00 99.98 68.57 70.23 55.07 54.17

Cu/Cu 1 85.12 78.71 57.96 54.08 99.90 99.92 58.19 53.92 42.31 44.58

Cu/Cu 10 59.79 59.10 45.28 44.62 99.30 99.31 44.89 47.51 32.56 31.20

C/C 0.1 4.90 24.82 2.68 20.38 55.37 56.51 2.38 18.76 16.67 24.68

C/C 1 6.16 6.31 6.10 2.43 56.16 56.45 5.67 2.45 17.05 15.09

C/C 10 6.77 -13.30 7.01 -7.03 57.28 55.84 9.19 -3.96 7.76 1.71

Figure 5. Ramp graphs presenting the results of process optimization
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a)

b)

Figure 6. Normal plot of residuals (A) and predicted vs. actual graph (B) for manganese model

3.2. The effect of electrode material
The electrode material determines which electrochemical reactions occur in the EC system and the material selection 
depends on the pollutants to be removed and the chemical properties of the electrolyte [21]. In this study, three metallic 
electrode materials were tested: aluminium, iron and copper. These elements differ in many chemical and physical 
properties such as ion size, ion charge, oxidation potential, and polarity of the ion-OH bond [22]. The size and the 
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structure of the resulting metal hydroxide compound also differ, resulting in different adsorption capabilities of each 
hydroxide [23]. Graphite electrodes have also been tested. Although they are insoluble anodes, these electrodes show 
high oxygen evolution over-potential [22].

As expected, and confirmed by the model, the electrode material is the most influential factor in an EC process. All 
metal electrodes were found to be efficient, while graphite electrodes proved to be unsuitable for heavy metal removal 
and partially removing only chromium ions. It is also very important to note, that the composition of the electrodes and 
possible impurities can greatly affect the process. For example, manganese is a common impurity in metal electrodes 
and can be leached out of from the electrodes during the EC process resulting in diminished overall efficiency. In gen-
eral, attention should be paid to the concentration of the electrode material in the outlet stream. For example, although 
copper electrodes resulted in the highest efficiency, due to the electrode potential of copper, a significant amount of 
copper was present in the solution after the EC treatment. Figure 7 shows how the concentration of the different elec-
trode materials changed through the processes under the same experimental conditions.

To determine the effect of electrode geometry on the process, the experiment that yielded the highest efficiencies was 
repeated with perforated electrodes. Perforations reduce the active surface area of the electrode and, consequently, 
result in lower current density. However, perforations allow better mixing of the solution and could also reduce the 
effect of electrode passivation [24]. In this case, there was little difference between the overall efficiencies of perfo-
rated and non-perforated electrodes. In the experiment with Cu electrodes at 1 ppm, perforated electrodes resulted in 
92.6%, 64.3%, 99.7%, 68%, and 51.9% removal of Cd, Co, Cr, Ni, and Mn, respectively. Figure 8 compares these two 
processes.

Figure 7. The change in concentration of Fe, Al and Cu during the process with corresponding electrodes

Figure 8. The comparison of the removal rate for the process with perforated and nonperforated electrodes

3.3. The effect of initial concentration of contaminants
There are several studies indicating that the removal efficiency of heavy metals from water by the EC process is higher 
at lower initial concentrations of the contaminating metals [25], [26],[27]. The results of our study are consistent with 
these findings. When the initial concentration was increased, the removal efficiency for nickel, cadmium, manganese, 
and cobalt ions decreased. This could be explained by Faraday’s law, according to which a constant amount of metal 
dissolves from the anode and passes into solution for the same current density and electrolysis time [25]. This means 
that regardless of the initial concentration of heavy metals, the same amount of metal hydroxides was formed in the 
solution, and in the case of higher concentrations, that amount was not sufficient to absorb all heavy metal ions. In 
addition, lower efficiencies at high initial concentrations of the metals may be associated with saturation of the elec-
trode due to the formation of an oxide layer on the electrode surface. The only exception was chromium. In this case, 
the initial concentration had very little effect on the removal rate, and in almost all cases, with the exception of the 
graphite electrodes, an efficiency greater than 99% was achieved. This can be attributed to the fact that chromium is 
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removed quickly and almost all of it is removed in the first 30 seconds. The effects on chromium removal for graphite 
electrodes are shown in Fig 9. 

In general, for higher concentrations, a longer time is required for removal, and the electrocoagulation process is more 
effective at the beginning when the concentration is higher than at the end when the concentration is low [28]. For 
example, in the study by Dermentzis et al. [28], 99% of Ni was removed from 250 mL of a 100 ppm solution in 10 min 
using aluminium electrodes and a current density of 30 mA cm–2. In our study, using a much larger volume of solution 
(3 L) and a lower current density (15 mA cm–2), the Ni concentration decreased by 28% from the initial concentration 
of 10 ppm in only 2 minutes.

Figure 9. Removal of chrome using graphite electrodes

3.4. The kinetics of heavy metals removal
A kinetic study was carried out to describe the removal process of Ni, Co, Mn and Cd under optimal operating condi-
tions that resulted in the highest efficiency (Cu, 0.1 ppm). There are several kinetic models used to describe the kinetics 
of the EC process for the removal of heavy metals. These models include first order, second order, pseudo-first order, 
pseudo-second order, and Elovich models[22]. For an EC batch process, the mass conservation of heavy metal ions 
follows the Eq (6), where the rD is the rate of metal ion removal, C is the concentration of the metal ion, and t is the 
time (min).

(6)

For the zeroth order, the removal rate is defined in the Eq (7), where k is the zeroth rate constant.

(7)

For the first-order kinetics the model is described by Eq (8), where k1 is the first order rate constant. The intagrated 
equation for the initial conditions of C(0)=C0, at t=0 is given in Eq (10).

(9)

(10)

The second order model is described by the Eq(11), where k2 is the second order rate constant. Upon integration with 
the same initial conditions as above, the time dependant concentration is obtained in Eq (12).

(11)

(12)

 To determine the appropriate reaction order, the concentrations of Ni, Co, Mn and Cd were plotted against time and 
modeled as zero, first and second order reaction kinetics. The most appropriate model was selected based on their 
R2 values. The closer the R2 value is to 1, the better the model fit. The kinetic parameters of zero-, first- and second-or-
der models together with the R2 values are given in Table 3. Although it can not be used to describe our process, zero 
order kinetics was tested because of studies such as one by Garcia-Carrillo et al. [29] in which it is used to decribe 
silver and gold removal by EC. A graphical comparison of the kinetic models is shown in Figures 10-12. As it can be 
seen, cobalt, nickel, cadmium and manganese removal follows the first-order kinetic. None of the models can appro-
priatly describe chromium removal. These results vary from studies in which heavy metal removal by EC process is 
described by either second-order od pesudo-first order kinetics [23],[30]. However, these differences can be due to 
electrode type and the current density that was used. 
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Table 3. Predicted rate constants and corresponding R2 values for kinetic models

Metal k0 R2 

(ppm min-1) 
k1                                R2

(min-1)
k2                                                                       R2 

(ppm-1 min-1) 

Cd 0.0013 0.849 0.0189 0.973 0.3818 0.901

Co 0.0007 0.851 0.0084 0.982 0.1124 0.885

Cr 0.0006 0.330 0.0271 0.592 7.0779 0.851

Ni 0.0008 0.924 0.0086 0.972 0.1022 0.932

Mn 0.0006 0.937 0.0060 0.972 0.0615 0.889

Figure 10. Zero-order kinetics model 

Figure 11. First-order kinetics 

Figure 12. Second order kinetics 

4. Conclusion
The most influential factor in the EC process for heavy metal removal is the material from which the electrode is made. 
The efficiency of the EC process increases as the initial concentration of the metal decreases. To achieve the same 
removal efficency for higher initial concentrations of pollutants, a longer treatment time is required. Perforated and 
non-perforated electrodes showed similar behavior and overall efficiencies. In most cases, the kinetics of heavy metal 
removal followed first-order kinetics. While the EC process is effective in reducing heavy metals in water, further 
research and optimization of the process is needed, especially for highly contaminated waters.
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Abstract 
In this paper, ultrasonic treatment, electrocoagulation and the combinations of these treatments were compared for the 
removal of manganese, nickel, cobalt, cadmium and chromium from a synthetic solution. Experiments were conducted 
using aluminium electrodes in a modified ultrasonic bath. The experimental design approach (DOE) and multi-level cate-
goric design were used to design the experiments and optimize the results. The results show that ultrasound largely affects 
the EC heavy metals removal process and leads to higher efficiencies than EC alone.

Keywords: electrocoagulation, ultrasound, water treatment, heavy metals, sonoelectrocoagulation, DOE.

1. Introduction 
Heavy metal pollution of drinking water is a current problem with potentially serious consequences. Due to their toxic, 
biodegradable, and persistent nature, heavy metals pose a serious threat to aquatic ecosystems, as well as to human health 
[1,2]. In response to the challenge of reducing the concentration of heavy metals in water, various technologies have 
been developed. Conventional methods include physicochemical processes such as chemical precipitation, ion exchange, 
adsorption on various materials, electrochemical processes such as electrocoagulation, electroflotation and electrodeposi-
tion, and membrane filtration processes [3–5].

Electrocoagulation (EC) is characterized by the formation of coagulants in situ by oxidation of the metal anode due to the 
application of electric current. The process consists of dissolution of the sacrificial anode, formation of hydroxide ions and 
hydrogen at the cathode, electrolyte reactions at the electrode surface, adsorption of coagulants on colloidal contaminants 
and removal of the resulting flocs by precipitation or flotation [6–9]. Parameters effecting the efficiency of the EC in 
removing heavy metals from water are: electrode material, solution pH, current density, treatment time, electrode potential, 
pollutant concentration, concentration of anions, and temperature [10].

Ultrasound is a longitudinal wave with a frequency range between sonic and mega sonic region (20–600 kHz) [11]. 
Ultrasonic waves transmit energy through the vibration of molecules in the environment in which the wave is being 
spread [12]. Most commonly, ultrasonic waves are generated by the piezoelectric effect. Piezoelectric crystals are used to 
convert high frequency electrical energy to mechanical vibrations. The vibrating part can be made in different forms and 
different ultrasonic devices are commercially available. Ultrasonic devices, usually, operate at frequencies from 20k Hz 
to 10 MHz. High power ultrasound at low frequencies (<100 kHz) has the ability to cause cavitation [13]. Cavitation is 
a rapid physical phenomenon caused by sudden drop in pressure. It starts with formation of small vapour bubbles inside 
a liquid medium [14]. Pressure changes cause bubble propagation and eventually a violent collapse. The energy released 
from the bubble collapse causes extreme local increases in temperature and pressure. “Hot spots” with temperatures over 
1000 K can form in the centre of the collapsing bubble, leading to formation of highly reactive hydroxyl radicals [15]. In 
ultrasonic baths, transducers are attached to the side or bottom of the tank and this cavitation is considered low intensity 
due to the large surface area through which the energy is transmitted. In ultrasonic baths, sometimes the bubbles do not 
actually collapse, but oscillate for many sonic cycles. This means that the extreme conditions caused by bubble collapse do 
not happen, but micro eddies occur causing shear stress. This type of cavitation is named “stable cavitation” and cavitation 
with bubble collapse is called “transient cavitation” [16].

Electrocoagulation is an effective method for removing heavy metals and has many advantages. However, the main 
disadvantage of the EC process is the polarization and passivation of the electrodes [10]. Passivation is the formation 
of a passive film forming on the electrode surface over time, which results in diminishing of the process efficiency [10]. 
Polarization can be caused also by gas accumulation near to the electrode surface and as a result depletion of pollutant in 
the electrode’s boundary layer [17]. To overcome that drawback, it is possible to couple the treatment with ultrasound. 
Ultrasonic waves break up the deposits formed at the electrode surface. In addition, ultrasound can generate radical species 
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through the cavitation phenomenon, resulting in better contaminant removal and making sono-electrocoagulation a prom-
ising technology for water and wastewater treatment [18].

2. Methods

2.1. Experimental design
In this work, the Design of Experiment approach was used for experiment design and statistical analysis. For this pur-
pose, Design Expert 12 software from Stat-Ease was used. The multi-level categoric design was selected. The factors 
studied and their characteristics are presented in Table 1. There were 4 treatment options included in the design (US, 
US/EC, EC/US, sono-EC). US frequency was tested at 2 levels (25 and 45 kHz) and US intensity at 3 levels (10, 50, 
100%). The efficiencies of the process for each heavy metal were treated as responses. The efficiency of the process 
was evaluated by measuring the change in heavy metals concentrations at the end of the process. It was calculated 
according to Eq(1), where C0 is the initial concentration of the metal and Ct is the concentration of the metal measured 
at time t. 

 (1)

Table 1. Selected parameters for multilevel categoric design
Factor Name Units Type SubType Minimum Maximum Levels

A frequency kHz Categoric Nominal 25 45 2

B intensity % Categoric Nominal 10 100 3

C treatment Categoric Nominal US EC/US 4

Figure 1. Scatterplot of three-level categorical design used in this study

2.2. Experimental method
The experiments were carried out in a modified ultrasonic bath (Elma Ultrasonics TI-H 10 MF2) with 2 frequency set-
tings (25/45 kHz) and adjustable intensity (10–100%). The mixing of the treated solution was achieved by recirculation 
using a peristaltic pump set to 0.5l /s flow rate. For electrocoagulation treatment, 4 aluminium electrodes connected to 
the laboratory power supply were used. Electrodes were arranged as follows: anode/cathode/anode/cathode with the 
interelectrode distance of 1 cm. The electrodes were completely submerged with active surface area of 91.32 cm2. The 
power supply was set to 60 V voltage and kept constant. An aqueous solution containing 1 ppm of Ni, Cd, Cr and Co 
and Mn was used as a model solution. pH value, temperature and conductivity of the solution was not altered.
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Five different types of treatments were tested: EC as a standalone treatment for 2 minutes, US as a standalone treatment 
for 2 minutes, 2 minutes of simultaneous EC and US treatment (sono-EC), 1 minute of US followed by 1 minute of EC 
and 1 minute of EC followed by 1 minute of US. The frequency and intensity of ultrasound were varied according to 
the experimental plan in the experiments including US treatment.

Figure 2. Modified ultrasonic bath with recirculation, laboratory power supply and aluminium electrodes

The samples were taken at the beginning and the end of every experiment, using a syringe. They were filtered using 
a 45 µm PES filter and acidified before analysis. The concentration of heavy metals was measured using ICP-OES 
analysis. All chemicals used were of analytical grade, and sample containers were previously soaked in 10% nitric acid 
for 24 hours. The electrodes and the reactor were thoroughly rinsed between experiments.

3. Results and discussion

The electrocoagulation experiments carried out in this experimental setup resulted in the removal of 84.41% Cd, 
71.84% Co, 93.60% Cr, 52.47% Ni and 38.80% Mn in a treatment time of 2 minutes. The results of the other treatments 
(1 minute of US treatment followed by 1 minute of EC, 1 minute of EC followed by 1 minute of of US, 2 minutes of 
simultaneous US-EC treatment, and 2 minutes of US treatment) are presented in Table 2.

Table 2. The experimental matrix with factors and responses

Std Run
Factor 1 Factor 2 Factor 3 Response 1 Response 2 Response 3 Response 4 Response 5

A:freq.
kHz

B:inten.
% C:treatm. Mn

%
Ni
%

Cd
%

Cr
%

Co
%

18 1 45 100 US/EC 39.47 55.79 79.92 96.38 72.73

15 2 25 50 US/ EC 35.09 53.42 88.00 98.34 70.55

1 3 25 10 US 0.49 9.11 20.76 36.29 10.38

13 4 25 10 US/ EC 24.18 38.42 79.75 98.94 55.34

17 5 25 100 US/ EC 30.69 44.75 81.55 94.42 63.44

8 6 45 10 sono-EC 46.46 64.62 77.23 85.53 68.37

16 7 45 50 US/ EC 29.52 48.07 80.63 98.24 67.06

7 8 25 10 sono-EC 32.85 49.73 88.59 73.33 67.43

14 9 45 10 US/ EC 31.98 52.01 87.00 99.59 68.21

4 10 45 50 US 0.00 6.66 48.77 89.74 9.30

23 11 25 100 EC/US 27.80 47.60 82.01 94.66 63.02

19 12 25 10 EC/US 24.56 40.60 76.27 88.00 56.07

20 13 45 10 EC/US 26.22 42.33 79.42 95.56 59.09

2 14 45 10 US 0.68 1.28 9.77 56.70 1.37
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12 15 45 100 sono-EC 23.13 40.63 78.73 98.50 60.56

3 16 25 50 US 0.00 3.74 35.06 72.26 6.25

6 17 45 100 US 0.52 8.20 27.95 75.83 11.19

22 18 45 50 EC/US 21.10 36.89 74.70 96.90 52.41

9 19 25 50 sono-EC 27.45 47.64 80.81 99.21 69.24

11 20 25 100 sono-EC 29.18 46.27 83.97 99.08 62.51

21 21 25 50 EC/US 22.84 38.72 77.06 92.47 55.02

5 22 25 100 US 0.11 1.02 5.04 32.20 1.03

24 23 45 100 EC/US 22.48 41.48 76.35 97.95 56.02

10 24 45 50 sono-EC 23.32 36.35 77.92 99.07 52.07

The significant effect of process variables on electrocoagulation efficiency has been verified by analysis of variance 
(ANOVA). The P value is used to estimate whether the F test values are large enough to indicate statistical significance. 
The F test values of the present model is significant at the 5% level (i.e. P <0.05). It shows the model match with 
experimental values and can explain the significance of individual parameter. Furthermore, the closer the R2 value is to 
1, the better the model fits. As it can be seen in Table 3, selected factorial models show a good fit to the experimental 
values with p values less than 0,05. The P-values of the individual terms in the model are, also, shown in Table 3. It is 
evident that the only significant term is Factor C – treatment. The only exception is the chromium removal model, in 
which all of the main effects (A, B, C), as well as interactions AC and BC, appear to be significant. This suggests that 
unlike the removal of Mn, Ni, Cd and Co, the efficiency of the Cr removal depends, not only on the type of treatment, 
but also on the frequency and ultrasound intensity used. The normal plot of the residuals is shown in Figure 2, while 
Figure 3 shows graphical comparison between actual and predicted values.

Table 3. Results of ANOVA analysis
model p-value

F-value p-value R2 A B C AB AC BC
Mn 13.3400 0.0021 0.9742 0.6666 0.3379 0.0001 0.1991 0.7520 0.1544
Ni 10.3688 0.0042 0.9671 0.7050 0.6435 0.0001 0.4310 0.7284 0.4380
Cd 14.6700 0.0016 0.9765 0.9904 0.3114 0.0000 0.7824 0.4698 0.1974
Cr 13.7700 0.0019 0.9750 0.0094 0.0100 0.0001 0.5539 0.0300 0.0361
Co 23.8150 0.0004 0.9854 0.9505 0.9383 0.0000 0.4193 0.4045 0.6447

Figure 3. Normal plot of the residuals for manganese removal
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a) b)

c)

d) f)

Figure 4. Predicted versus actual values for the removal of A) manganese B) nickel C) cadmium D) chromium E) cobalt
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US treatment as a standalone process was found to be unsuitable for the removal of heavy metals, as it gave the lowest 
efficiencies for all of the investigated metals. For manganese and nickel removal, the highest efficiency was obtained 
during the sono-electrocoagulation treatment at 45 kHz and 10% US intensity. Sono-EC was, also, the most efficient 
treatment for cadmium, but at 25 kHz. Chromium was the easiest heavy metal to remove, with the highest efficiency of 
99.59% in the case of US treatment at 45 kHz and 10% intensity followed by EC. The best choice for cobalt removal 
was the same process but at 100% US intensity. Considering the differences in the removal of each heavy metal, Design 
Expert software was used to determine the optimal conditions (Figure 5). The best compromise is US treatment at 
45 kHz and 100% intensity followed by EC resulting in 36.24%, 53.73%, 81.76%, 97.23% and 72.59% efficiency for 
the removal of Mn, Ni, Cd, Cr and Co, respectively. It is interesting to note that EC treatment followed by US, resulted 
in the highest aluminium concentrations in the effluent, possibly due to ultrasound disrupting the flocs formed in the 
EC process.

Figure 5. Ramp graphs showing the best solution obtained through process optimization

4. Conclusion
Unlike the ultrasonic treatment, the electrocoagulation process as a standalone treatment is efficient at removing heavy 
metals from water. However, combining EC with ultrasound results in higher efficiency. The US treatment at 45 kHz 
and 100% intensity followed by EC resulted in 36.24%, 53.73%, 81.76%, 97.23% and 72.59% efficiencies for the 
removal of Mn, Ni, Cd, Cr and Co, respectively. Similarly high efficiencies were obtained in the simultaneous US-EC 
process, proving that sonoelectrocoagulation is a promising alternative to conventional treatment methods for heavy 
metal contaminated water.
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Abstract
Ship locks are part of the Gabčíkovo Project on the Danube. Ship locks make it possible to overcome the height dif-
ference between the headwater and tailwater in the range of 16–24 meters. Both of them have usable dimensions of 
275×34 m. Due to their parameters, they are among the largest ship locks, not only on a regional scale, but on a global 
scale. Part of the ship locks is a complex filling and emptying system located in the bottom of the ship locks. Its man-
agement represents a complex optimization problem, where on the one hand there is an effort to make the Gabčíkovo 
Project operation efficient (e.g. to minimize the crossing time through the ship locks and to achieve the maximum pos-
sible transport capacity of the ship locks) and, on the other hand, the reliability of the ship locks operation is not limited 
(e.g. destruction of construction or technological components of the ship locks due to extreme pressures of the filling 
and emptying system components caused by non-permitted parameters of flowing water). One of the most used tools 
nowadays, for the complex optimization of problems are heuristic methods. Among the most popular heuristic method 
is differential evolution that belong to the evolutionary algorithms. This method is able to handle difficult, extensive 
problems with numerous parameters i.e., the optimization of the complex filling and emptying system of the large ship 
locks. The paper presents the application of the differential evolution technique in optimization of an expert system 
controlling the Gabčíkovo ship locking process. The optimization objective is minimization of ship’s delay while wait-
ing to transit and minimization of destruction parameters due to fast flowing water in the filling and emptying system. 

Keywords: ship lock, optimization, heuristic methods, differential evolution, the Gabčíkovo Project.

1. Introduction 
The Gabčíkovo Project (GP) is a multi-purpose waterworks. It provides international navigation, flood protection and 
is used for energy generation through a hydropower plant (HPP) with installed capacity of 720 MW and peak discharge 
of 5000 m3.s–1 – see Fig. 1 and 2. Due to the specifics of GP, enormous demands are placed on its operation, especially 
on its reliability and safety.

Figure 1. The Gabčíkovo project – scheme

mailto:peter.sulek@stuba.sk
mailto:peter.sulek@stuba.sk
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During operation, (on GP facilities) the reliability and safety are mainly affected by the operation of the ship locks. 
Part of the ship locks is a complex filling and emptying system (FES) of channels located in the bottom of the ship 
locks – see. Fig. 3. Currently, only 2 or 1 channel out of a total of 4 is routinely used for operation. The opening of 
the channel valves takes about 4 min. Based on measurements and calculations presented in [1] it is clear, that such 
a method of filling / emptying of ship lock causes flow velocities to exceed the operational limits in the filling and 
emptying system of ship lock by more than 50%. Such high velocities have demonstrably destructive implications 
on the technological components of the Gabčíkovo ship lock – see. Fig. 4. On one hand, the efficiency of navigation 
is increased by minimizing the time of the crossing cycle, on the other hand, its reliability is significantly reduced by 
an increased number of outages of ship lock with subsequent interruption or restriction of navigation on the Danube.

Therefore, it is necessary to find a way of operation in order to:

1. achieve the fastest passage of vessels through the ship lock and at the same time
2. achieve minimal pressure on the construction and technological parts of the FES, in other words, to optimize the 

course of filling and emptying of the Gabčíkovo ship locks.

Figure 2. The Gabčíkovo Dam

Figure 3. Filling and emptying system of the Gabčíkovo ship locks 
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Figure 4. Damage in channels of FES (eroded canal surface with exposed reinforcement steel)

2. Methods

2.1. Optimization of the filling and emptying of ship lock
The flow parameters in the FES are affected by multiple parameters: type of FES used, FES parameters such as geom-
etry of individual components, dimensions of individual components (cross-section of channels, channel path, channel 
interconnection, number, area and distribution slits in the channel ceiling, number, dimensions and arrangement of 
transverse pipes and dimensions of slits, resistance characteristics). From the physical principle of filling/emptying of 
ship lock it is obvious that the course of filling / emptying of ship lock, in addition to the above-mentioned parame-
ters, is also significantly influenced by the course of opening the inlets or outlets [2].

2.2. Formulation of the optimization problem
The mathematical description of the optimization model of filling and emptying of the Gabčíkovo ship lock formulated 
by function (1) must be based on the theory of filling and emptying of locks with outlet below the initial water 
level in ship lock and with nonlinear opening of inlets and outlets. Due to the parameters of FES, it is necessary to 
consider the effect of water inertia in the channels, which has dampening effect on accelerating and decelerating of the 
water body at the beginning and end of filling respectively.

The consequence of the influence of water inertia in the FES is that initially water inflows / outflows and the water level 
rises / decreases slower and later, after the start of the flow in the channels, faster in comparison with the course of fill-
ing resp. emptying calculated without considering the effect of inertia. In the case of performance, the so-called inertia 
can swing the level in the ship lock above the level of headwater. In the case of emptying, the inertia can “downswing” 
the level in the ship lock below the level of tailwater. In both cases, there may be an unusual load on the upper or lower 
gates of ship lock, which may result in a threat to the safety of navigation on the GP.

Regarding the above, the operation of FES of the Gabčíkovo ship lock can be seen as a complex optimization task, the 
aim of which is to pass the vessel(s) through ship lock as fast as possible, while minimizing the loads of FES and at the 
same time maintaining safety of passage by eliminating non-standard loads on construction and technological parts of 
the Gabčíkovo ship locks. 

The result of optimization is finding the optimal course of opening the valves, in which the maximum permis-
sible flow rates in the filling and emptying system will not be exceeded, the maximum permissible “upswing” / 
“downswing” will not be exceeded and at the same time the crossing time will be as short as possible.

2.3. Optimization model of filling and emptying of ship lock
The calculations of the emptying course of the Gabčíkovo ship lock are based on the expression of the elementary 
volume of water dV, which flows from one “compartment” to another during the time interval dt. According to [3] this 
phenomenon is expressed by two differential equations, namely the dynamic equation (1) and the continuity equation (2).

(1)
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(2)

where µ is loss coefficient for emptying, f is flow area of outlet [m2], y is immediate head in ship lock [m], l is the 
virtual channel length; the path travelled by the water in the channel(s) up to the point of inflow into the ship lock tak-
ing into account the effect of the change in flow velocity caused by the change in flow rate [m],  is the acceleration 
of water flow in the channels [m.s–2], FSL is the surface area of ship lock [m2] a dy is the rise/fall of the water level in 
ship lock over time dt.

The emptying time of ship lock during nonlinear manipulation with outlet valves can be described by a differential 
equation:

(3)

where Hin is the initial hydraulic head [m] and Hfin is the final hydraulic head in ship lock.

The target function (3) must be supplemented by restrictive conditions:

(4)

where vmax is the maximum permissible flow velocity in the channels of emptying system of ship lock, fmax is the max-
imum area of the outlet valves opening and DHmax is the maximum water level “downswing” in ship lock. 

Analogously, it is possible to derive relations for the filling of ship lock according to relations (1) and (2). 

2.4. Optimization methods 
The objective function (3) can be defined as a nonlinear optimization problem with nonlinear constraints and with 
a complex form. The complexity is mainly caused by the nonlinear course of the criteria function and the interconnec-
tion between the loss coefficients μ, the inflow/outflow from ship lock and the target function for valve opening f(t). 
Various methods of operational analysis can be used to solve the problem formulated in this way.

In the case of solving large-scale and complex problems, classical (numerical) optimization methods can get into many 
difficulties (e.g. the so-called “curse of the dimensionality” of problems), although they show high efficiency in solving 
less complex problems. Possibilities for optimization of filling of ship lock using Mixed Integer Linear Programming 
(MILP) are published e.g., in [4, 5]. To solve multi-parameter optimization functions with a “chaotic” course, with 
a number of extremes or with an unknown gradient for which there is no adequate specific algorithm or a straightfor-
ward numerical method, mainly heuristic optimization methods are used (e.g., partical-swarm optimization (PSO), 
ant colony optimization (ACO), simulated annealing (SA) and others). These are search algorithms that are character-
ized by a certain intelligence, and therefore we classify them more among the methods of artificial intelligence. The 
possibilities of optimizing filling of ship lock with PSO have been demonstrated in [6]. ACO was used in [7] and the 
method of simulated annealing in [8]. The solution based on the combination of SA and MINLP was used to optimize 
the ship lock of the waterworks Three Gorges in [9]. The use of genetic algorithms (GA) in optimizing of filling/emp-
tying of ship lock has been published in [10]. Differential evolution (DE) is currently one of the promising heuristic 
optimization methods.

2.4.1. Differential Evolution
DE is originally introduced by Storn and Price [11]. Gradually, this method became more applied in scientific fields, 
predominantly because of its good convergence properties and is in general easy to understand. The DE method’s 
function is to combine simple arithmetic operators with the classical events of crossover, mutation, which generate 
new vectors (trial vectors) and selection, which vectors will be included in the next final generation [12]. Basically, 
a scheme that generates trial parameter vectors which are iteratively combined and updated using simple formulas to 
form new vectors.

It differentiates an evolutionary strategy from creation of a new individual using a differential vector, which is con-
sidered the difference of two randomly selected individuals. Then two additional individuals join the creation of the 
subject and eventually the new individual consists of four individuals. The way DE works with a population is almost 
indistinguishable from other EA. However, crossing and mutation run in the reverse order different from other EA.

The basic parameters of DE are FDE the mutation factor, CR the crossover parameter and NP the population size. 

In the case of solving the function (3) using DE, it is necessary to transform the function into a pseudo fitness function 
φ, which can be written in the form:
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(5)

where penj are the penalty functions replacing the limiting conditions of the solution, Wpen is the weighting factor of 
the penalty, A is the number of restrictions and sj is the factor expressing the weight of the strictness of compliance 
with individual restrictions. By the mutual ratio of individual weights, it is possible to “stiffen” or “loosen” individual 
task boundaries. An example of a block diagram of filling/emptying of SL optimization using DE is shown in Fig. 5.

Figure 5. Block scheme of the filling and emptying optimization of the ship lock using by DE

In the case of performance or emptying SL with several closures is the solution of the pseudo fitness function φ (5) 
represented by the matrix of vectors FINfk, which can be written in the form:

(6)

where k is the index of the valve, k = 1, 2, ..., N, N is the number of valves involved in the optimization, fk,ti is the opti-
mal outflow area of the k-th valve at time ti and tTk is the maximum opening time of the k- th valve.

3. Results
Fig. 6 shows the result of optimizing the emptying of the right the Gabčíkovo ship lock, optimized course of open-
ing/closing for 4 valves using DE/rand/1/bin algorithm. Maximum insertion speed of the servo piston of 32 mm/s 
was considered, with a maximum extension speed of the servo piston of 26 mm/s, with a maximum allowed average 
crossectional flow velocity in the FES channels of 8 m/s, with a maximum allowed water level drop 2.5 m/min, with an 
initial hydraulic head 23.6 m and a maximum permitted “downswing” of the water level compared to the water level 
in tailwater of 60 mm.

The computational step for the calculation of the optimal course of the manipulation with the inlet/outlet valves (fk(t)) 
was set to Δt = 10 sec. From the preliminary calculations it was clear that the optimal solution of the pseudo fitness 
function φ (5) is obtained by synchronous manipulation with valves. This significantly reduces the number of searched 
variables from the original 400 to 100. This results in a significant reduction in the computation time of the optimiza-
tion and at the same time reduces the risk of the solution getting stuck in the local extremes of the problem. In the sense 
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[11, 12], the population size NP was set to a value of 10 times the dimensionality of the problem, i. e. NP = 1000. The 
parameters CR and FDE were considered to be 0.5 according to the recommendations in [13~21].

Figure 6. Optimal manipulation for 4 valves; 
f1(t)=f2(t)=f3(t)=f4(t)

Figure 7. Parametes of ship lock emtying

Calculated parameters for emptying of right the Gabčíkovo ship lock are shown in Fig. 7, precisely the time course of 
the water level in the ship lock during emptying, the time course of the average crossectional velocity in the FES chan-
nels and the time course of the water level decrease in the ship lock. From the results of the optimal solution, it is clear 
that all limiting conditions were met, in other words, the average profile velocity in the FES channels is less than 8 m/s, 
the rate of water level drop in the ship lock is not greater than 2.5 m/min and the “downswing” of the water level in the 
ship lock at the end of the emptying is not greater than 60 mm. The emptying time of ship lock is about 13 minutes, 
which is a time that fully meets the navigation requirements on the Danube.

4. Conclusion and discussion
From the results published in Chap. 4, it is clear that DEs are a suitable method for solving the problem of optimizing 
the course of filling or emptying of ship locks with a relatively large head and with complex filling and emptying 
system. The heuristic approach makes it possible to solve this complex optimization problem with a “wild” course 
with a number of extremes and with an unknown gradient, even though there is no straightforward numerical solution 
method. The disadvantage of using DE is the relatively complex determination of the weight(s) of the Wpen penalty 
function in relation (5). However, the advantage is that after their determination, it is possible to use them to determine 
the optimal handling of closures for other input parameters of the task. Another disadvantage of the use of DE (and this 
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applies to heuristic methods in general) is their problematic use in real world conditions of the ship lock operation. This 
is mainly due to the relatively long calculation time (approx. several tens of minutes). The solution is the use of opti-
mization model of ship lock filling/emptying using the DE method for the so-called pre-calculation of optimal closure 
manipulations and their subsequent use in the process of real operation using data models.
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Abstract
The assessment of the structural stability and behavior of the dam during construction, at full reservoir and during the 
service period is of paramount importance for such structures. Each dam, in dependence of the type and dimensions, 
has installed system for technical monitoring that enables tracking of the dam behavior and assessment of the dam state 
throughout registration and interpretation of various data such as displacements, stresses, seepage etc. 

The case study is double curvature concrete arch dam, with asymmetric shape due to the valley topography. In the paper 
are systemized acknowledgments for the comparison of the recorded data from technical monitoring of the dam and out-
put results from spatial (3D) numerical model, created by application by application of SOFiSTiK code, based on Finite 
Element Method. In addition, a Neural Network model is created by recorded data from the technical monitoring. The 
both models create the so called hybrid model.

For both models are used input parameters such as variation of water level in the reservoir and air temperature, and the 
output results are compared with recorded values for water level in piezometers at specified nodes of the dam. The aim 
of the task is to compare and calibrate the output results from the both models and recorded values from the technical 
monitoring of the dam and to carry out prognosis modeling for the future behavior of the dam.

Keywords: arch dam, numerical model, FEM, SOFiSTiK, neural network, prognosis modelling. 

1. Introduction
The dams, having in consideration their importance, dimensions, complexity of the problems that should be solved during 
the process of designing and construction along with the environmental impact are lined up in the most complex engi-
neering structures (1) (2). The assessment of the structural stability and the behavior of the dam during construction, at full 
reservoir and during the service period is of paramount importance for such structures.

In this paper are systemized acknowledgments from the analysis of piezometer levels in the rock foundation of an concrete 
arch dam, obtained with application of numerical methods, based on Finite Element Method, with the code SOFiSTiK, as 
well as artificial neural networks model based on general regression neural networks. As follows, data on piezometer level 
obtained by both models for calibration and prediction piezometer levels in the rock foundation of an arch dam, located in 
France, will be commented. The aim of the task is to predict the dam behavior, that includes calibration (based on moni-
toring data) and prognosis stage (short-term and long-term) focusing on variable such as piezometer level. 

2. Case study
The analysed dam is a double curve arch dam with asymmetric shape located in southern France (Fig. 1), constructed 
in the period between 1957–1960. The foundation of the dam is laminated metamorphic slate with high compressive 
strength, with present anisotropy in the left bank. The dam height above foundation is 45m, with crest width of 2m and 
width of the dam at the foundation of 6m (Fig. 2).

Figure 1. Layout of the case study dam
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Figure 2. Central block section with display of monitoring instruments (right) (3) (4)

3. Numerical modelling by Finite Element Method
The numerical analysis of the dam is carried out with application of SOFiSTiK, a software delevoped in Munich, Ger-
many. The software analyses are based on finite element method. It is a powerful numerical tool for analysis of specific 
phenomena, important for realistic simulation of dam’s behavior, such as: discretization of the dam and foundation 
taking into account the irregular and complex geometry of the structure, simulation of stage construction, simulation of 
contact behavior by applying interface elements and etc. in order to assess the dam behavior and evaluate its stability. 

The numerical experiment includes following steps: (1) choice of material properties and constitutive laws (concrete 
and rock); (2) discretization of the dam and the rock foundation and (3) simulation of the dam behavior for the typical 
loading states.

The linear material properties for the dam body (concrete) and the foundation (rock) are given in Tab.1.

Table 1. Material parameters.

Zone dam body
(concrete)

rock Comment

γspec kN/m3 24.0 27.0 Unite weight

k_s m/s 2.0e-05 Permeability coefficient

ν 0.350 0.450 Poisson coefficient

Alpha 1/C° 7.0E-06 Thermal expansion coefficient

E GPa 22 3 Young’s modulus of elasticity

Numerical analysis of piezometric levels at the foundation of the arch dam is carried out by plane (2D) model, where 
foundation with included grout curtain is modeled with plane elements. A powerful and reliable finite element should 
be applied in case where an analysis of structure with complex geometry and behavior is required, having in consid-
eration that the correctly calculated deformations and stresses are of primary significance for assessment of the dam 
stability. In this case, for discretization of the dam body and the rock foundation is applied quadrilateral finite element, 
by 4 nodes. Namely, the model is composed of the rock foundation with included zone of grout curtain. The plane (2D) 
model has geometrical boundaries, limited to horizontal and vertical plane (Fig. 3), adopted according to the specified 
data. The discretization is conveyed by including zones of various hydraulic parameters in the model – rock foundation 
and grout curtain, approximately modelling the rock foundation per 75m upstream and downstream of the dam.

However, the hydraulic properties for the material in the rock foundation were not available. So, two-step calibration 
(in case of homogeneous and heterogeneous rock foundation) has been carried out for the value of the permeability 
coefficient k in accordance with the seepage values from the monitoring process. The estimated permeability coefficient 
for laminated metamorphic slate ranges in interval k=(10–7÷10–9)m/s (5) (6). The permeability coefficient addition-
ally is calibrated by the value of the full seepage flow directly below the dam, specified as measured values in weir 
at gallery located at the downstream toe of the dam. So, according to the available measuring data for water level at 
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232.0 m the average registered seepage flow is 8 l/min. From the registered reservoir water levels and seepage flow 
it can be noticed general correlation, however in some periods there is discrepancy in the measured values that could 
be indication that the seepage flow is caused by additional influences then the seepage process in the rock foundation. 
The seepage analysis was carried out for H=232.0 m as upstream boundary condition and H=0 m as downstream 
boundary condition, by applying Darcy flow rule adopting the rock foundation as heterogeneous flow medium, com-
posed of rock material (laminated metamorphic slate) and two sections (vertical and inclined) of grout curtain, by 
assumed permeability coefficient in first iteration kr=1×10–7 m/s for the rock zone. By the first-step (initial) calibration 
calculation of the permeability coefficient for homogeneous rock foundation was obtained value of k=2.89×10–8 m/s, 
applied in the calculation for the full calibration and prognosis analysis of the piezometric levels and seepage. Due to 
the grout curtain in the rock foundation (heterogeneous zone), additional calibration were carried out, in order to match 
the measured seepage flow Qm=8 l/min and thus obtaining value of permeability coefficient for the rock foundation 
krf=12.5×10–8 m/s and permeability coefficient for the grout curtain kgc=2.5×10–8 m/s, used as input parameters for 
the seepage calibration and prognosis stage, for the FEM model (Fig. 3). 

Figure 3. View of the plane numerical model, material distribution and FEM,  
discretized with total of 15511 elements and 11252 nodes

4. Neural networks modelling 
Artificial neural networks are typical example of a advanced interdisciplinary tool that helps solving various different 
engineering problems which could not be solved by the clasical modelling and statistical methods (7). Neural networks 
are capable of collecting, memorizing, analyzing and processing large number of data gained from some experiments 
or numerical analyses. They are an illustration of sophisticated modelling technique that can be used for solving many 
complex problems. The trained neural network serves as an analytical tool for qualified prognoses of the results, for 
any input data which were not included in the learning process of the network. Their operation is reasonably simple 
and easy, yet correct and precise. The artificial neural networks, together with the fuzzy logic and genetic algorithms, 
belong to the group of symbolic methods of intelligent calculations and data processing that operate according to 
the principles of soft computing. Neural networks are developed as a result of the positive features of a few different 
research directions: data processing, neuro-biology and physics (7). Researches around the world showed that neural 
networks have an excellent success in prediction of data series and that is why they can be used for creating prognostic 
models that could solve different problems and tasks (7; 8). For practical application of artificial neural networks, it is 
not necessary to use complex neuron models. Therefore, the developed models for artificial neurons only remind us to 
the structure of the biological ones and they have no pretension to copy their real condition (9). The artificial neuron 
receives the input signals and generates the output signals. Every data from the surrounding or an output from other 
neurons can be used as an input signal.

ANN neural networks functioning is analog to the way human neuron networks function. The neuron in the human 
body is consisted of axon, soma and dendrite. The soma is the body, dendrites are connections to other neurons and 
axon transfer electric signals among cells. ANN is also consisted of neurons, and they practically imitate biological 
processes that normally happen in the neuron network of a living organism. The mathematical model of artificial neural 
networks is basically a network comprised of a large amount of neurons interconnected with connection links of specif-
ically defined weight coefficients. ANN consists of: (1) input data layer, (2) weight coefficients, (3) hidden layer/s and 
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(4) output data layer. Weight coefficients are key elements in neural netowkrs. Their value represents the relative impor-
tance of each neural input and they define the ability of input activation of neurons. Neural networks have the ability of 
‘training/learning’. This process occurs as a result of adjustments in the value of weight coefficients, based on the array 
of input and output data. Activation function defines the output of a neuron given an input or set of inputs. Linear or 
non – linear functions serve as activation functions, however, one of the most commonly used one is sigmoid function:

As follows, by applying Generalized Regression Neural Network (GRNN) specifically NeuralTools software from Pal-
isade corporation, data prediction in case of arch dam are shown. The data set used for training is basically values of the 
given measured data. In the training process, 70% of the data is used for training and 30% is used for validation. The 
variables are classified as independent or dependent, depending on their role in the prediction process. The dependent 
variable is the variable to be predicted. The independent variables are the “explanatory” variables used to predict the 
dependent variable. Cases where the dependent variable values are known are used to train and test a neural network. 

The modeling by application of GRNN is based on the following variables: (1) water level in piezometer PZCB2 as 
dependent numeric value and water level in the reservoir as independent numeric value, and (2) water level in piezom-
eter PZCB3 as dependent numeric value and water level in the reservoir as independent numeric value. 

5. Calibration process
The calibration process is carried out by comparison of the measured and calculated piezometer levels for a time series 
of 12 years (2000–2012), for both the FEM and neural networks (NN) model.

Figure 4. Display of measured and calculated time series of piezometer levels in piezometer PZCB2 for 2000–2012

Figure 5. Display of measured and calculated time series of piezometer levels in piezometer PZCB3 for 2000–2012

In Fig. 4 and Fig. 5 graphs are shown from output results of the calibration process for measurements in piezometers 
PZCB2 and PZCB3, for a time series of 12 years of measured data. The calibration process modelling is done by both 
FEM and neural networks (NN) model. 

By comparison of the piezometric levels for piezometers PZCB2 and PZCB3, calculated by NN model (Fig. 4 and 
Fig. 5) it can be noticed excellent matching of the measured and calculated data regarding the distribution and the val-
ues and some lees good mathcing by the FEM model. The calculated piezometric levels by NN model, in analogy of 
the calculated values from the FEM model for seepage analysis, are in full correlation with the reservoir water level.
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The timeline of 12 years in the calibration process is used as data for training the neural networks. The trained neural 
networks are afterwards used for prediction of the behavior of the water level in the piezometers for short and long 
term. 

As follows, accuracy generated parameters for the NN models are given for both piezometer PZCB2 (Table 2) and 
piezometer PZCB3 (Table 3).

Table 2. Accuracy parameters for the neural networks model for PZCB2, for both the training and testing period
Parameter Training Testing

Root Mean Square Error 0.8597 1.072

Mean Absolute Error 0.5619 0.7393

Std. Deviation of Abs. Error 0.6507 0.7761

Table 3. Accuracy parameters for the neural networks model for PZCB3, for both the training and testing period
Parameter Training Testing

Root Mean Square Error 0.7792 0.7581

Mean Absolute Error 0.5574 0.5484

Std. Deviation of Abs. Error 0.5445 0.5234

6. Prognosis process
The prognosis stage consists of short-term and long-term prediction of the specified variables. Namely, the short-term 
prediction includes period January, 2013-June, 2013, while the long-term prediction captures period July, 2013-Decem-
ber, 2017. The prediction analyses are conducted for both the numerical and neural networks model, for piezometer 
levels in PZCB2 and PZCB3.

The calculated piezometric levels for piezometers PZCB2 and PZCB3 for the short-term and long term prognosis, as 
expected, are varying in correlation with the water level in the reservoir (Fig. 6 and Fig. 7) apropos are in acordance 
with the hydraulic loading. 

The maximal and minimal calculated values for the piezometer levels in PZCB2 are varying between 205.5 masl and 
195.5 masl, whereas piezometer levels in PZCB3 are varying in a tight range approximately to 200.0 masl.

Figure 6. Prognosis calculated time series of piezometer levels for PZCB2 for 2013-2017 by NN and numerical model

Using the accuracy parameters from the calibration period derived from the neural networks model, a warning level 
corridor of permissable variation of piezometer levels is defined. This corridor represents boundaries of safe variation 
of the piezometer water level. The corridor is defined with added value (3·Standard Deviation of Abs. Error) to the pre-
dicted values for piezometer level. Such levels are defined in order to establish coridors for the permisible piezometric 
levels for piezometer PZCB2 and PZCB3, that are not to be exceeded by the monitoring values for the future period. 
Any excidance of the specified coridor values would indicate to iregular occurence in the dam foundation behaviour, 
that will need to be investugated additionaly. 
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Figure 7. Prognosis calculated time series of piezometer levels for PZCB3 for 2013-2017 by NN and numerical model

Figure 8. Warning level corridor of perimsable variations for piezometer level in PZCB2

Figure 9. Warning level corridor of perimsable variations for piezometer level in PZCB3

7. Conclusions
The piezometer level at the foundation of the dam during the service period for variation of the water levels in the 
reservoir was simulated by application of the Finite Element Method with plane (2D) numerical model and Neural 
Networks model.

The numerical analysis was carried out by taking in consideration the specified data for the numerical model and var-
iations of the reservoir water level.

The prediction of the piezometer levels was analyzed in two stages – calibration and prognosis stage. From the carried 
out numerical experiment of simulation for analysis and prediction of the piezometer levels, following conclusions are 
derived:

1. For the calibration stage in the FEM numerical model, by comparison of the calculated and measured piezometric 
levels for piezometers PZCB2 and PZCB3 good matching of the records is obtained regarding the distribution and 
less good matching regarding the values. 
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2. For the calibration stage in case of NN model, by comparison of the calculated and measured piezometric levels 
for piezometers PZCB2 and PZCB3 excellent matching of the records is obtained regarding both the distribution 
and the values. 

3. For the prediction stage, by comparison of the calculated values for piezometric levels from the FEM model and 
neural networks model, piezometric levels for piezometer PZCB2 shows good matching of the records regarding 
the distribution and less good regarding the values. 

4. For the prediction stage, by comparison of the calculated levels from the FEM model and neural networks model, 
piezometric levels for piezometer PZCB3 shows very good matching of the records regarding both the distribution 
and the values. 

5. The overall calcualted piezometer levels in the piezometers PZCB2 and PZCB3 in the arch dam foundation, taking 
in consideration the findings from the calibration and the prognosis stage, are within the expected mode for such 
structure and applied hydraulic loading. 

6. According to the measured and calculated values for the variables by NN model, warning levels corridors are 
established by applying criteria of 3×σ, where σ is standard deviation of absolute error, generated by the Neural-
Tools code, that would indicate of iregular occurence in the dam foudnation in case of their excidance. 

7. General conclusion can be drawn out for the analysis task that Neural Network model provided improved compa-
ration and matching of the calculated vs measured data for both variables compared with the FEM model. 

References:
[1]  Tanchev, Ljubomir. Dams and appurtenant structures, 2nd edition. London, UK: A.A. Balkema Publ., CRC press, 

Taylor&Francis Group plc, 2014.
[2]  P. Novak, A.I.B. Moffat, C. Nalluri. Hydraulic structures, 3rd edition. London, UK: Taylor&Francis Group, 2007.
[3]  Calibration analysis of seepage flow at arch dam foundation – a case study. Stevcho Mitovski, Ljupcho Petkovski, 

Frosina Panovska. Ohrid: Macedonian Association, 2022. 5th Symposium of the Macedonian Association for 
Geotechnics.

[4]  Behavior prediction of a concrete arch dam. Stevcho Mitovski, Gjorgji Kokalanov, Ljupcho Petkovski, Frosina 
Panovska. 2022. ICOLD Benchmark Workshop 2022.

[5]  Lianyang, Zhang. Engineering properties of rocks. Elsevier Ge-Engineering Book Series. 2016, Vol. 4.
[6]  Robbin Fell, Patric McGregor, David Stapledon, Graeme Bell, Mark Foster. Geotechnical engineering of dams. 

London, UK: Taylor&Francis Group, 2015.
[7]  Neural networks in civil engineering II: Systems and application. I. Flood, K. Nabil. 1994. Computing in Civil 

Engineering.
[8]  Modeling construction processes using artificial neural networks. I. Flood, C. Paul. 4, 1996, Automation in Con-

struction, Vol. 4, pp. 307–320.
[9]  Simulating the construction process using neural networks. Flood, I. Bristol: s.n., 1990. Proceedings of the 7th 

ISARC – International association for Automation and Robotics in Construction.
[10] Lazarevska, Marijana. Modeling of management of construction projects wih implementation of fuzzy neural 

networks. Podgorica: Univerzitet Crne Gore, Gradzevinski fakultet, 2014.
[11] Adeli, H. Neural networks in civil engineering: 1989–2000. Computer-aided civil and infrastructure engineering 

16, no. 2. 2002, pp. 126–142.



205Articles

V Ecohydrology and Water Body Protections
HYDROMETRIC AND WATER QUALITY PROPERTIES OF THE MEDULIN 
POND (REPUBLIC OF CROATIA)

IVANA SUŠANJ ČULE1, GORAN VOLF1, NEVENKA OŽANIĆ1, IGOR RUŽIĆ1

1 University of Rijeka, Faculty of Civil Engineering, Department of Hydrotechnics and Geotechnics; Croatia 
e-mail: isusanj@uniri.hr, goran.volf@uniri.hr, nozanic@uniri.hr, igor.ruzic@uniri.hr

Abstract 
The objective of this paper is to present the first hydrometric and water quality properties research data of the naturally 
formed small lake called Medulin pond (cro, Medulinska lokva) in order to provide methodology foundations for the 
development of the procedure aimed toward water quality and ecological potential evaluation of small urban water 
resources. Medulin pond is placed in an urban area of the Medulin municipality in Istria County (Republic of Croatia), 
and is considered a public water resource under the jurisdiction of the Croatian waters, and is not characterized as 
a highly protected, vulnerable, or landscape significant area according to any Croatian or European Union laws and 
directives or local authority urban plans. In this paper, first preliminary hydrometric and water quality data in order to 
assess the current condition of the pound including the bathymetry of the pond, temperature stratification, and standard 
water quality parameters will be presented. 

Keywords: Medulin pond, hydrometric, water quality, small urban water resorce, evaluation.

1. Introduction 
The Republic of Croatia can be considered rich in natural beauty, especially in the area of water resources. Water 
resources in urban and non-urban areas are under the jurisdiction of Croatian waters and are declared as protected, 
vulnerable, or landscape significant areas according to which local municipalities have to plan the development of their 
space. The Beforementioned is mostly aimed toward specific water resources that are also protected by Natura 2000. 
But there are a lot of urban waters, for example, small rivers, lakes, or ponds, that are on the list of the Croatian waters 
resources but they are not recognized as significant or special in any way. Usually, they are not considered to have any 
harmful water effect on the surrounding urban area. Reasons for that can maybe be found in their size or anthropolog-
ical impact on some of them. Because of that, some of these “water pearls” are sometimes forgotten or not recognized 
as valuable which can cause many problems in the urban planning process. If some water resource is not recognized, 
by excessive urban planning in that area, water resource can be irretrievably destroyed. Also, if the water resource is 
not used for the drinking purpose (water protection zones), usually Croatian waters have jurisdiction only on the area 
of water resource by itself and not on the catchment area.

Because of the beforementioned problems, it would be purposive to have some kind of procedure aimed toward the 
evaluation of small urban water resources in order to provide guidelines for the urban planning process. By simple 
hydrometric, water quality, ecological potential evaluation, and hydrological analyses, the catchment area of water 
resource can be easily protected and a small ecological system can be set in the balance. For example, if the water 
resource catchment system depends mainly on surface runoff, the overall percentage area of construction on the lot 
can be lower to provide better soil permeability. Also, if the water resource receives water from underground, by urban 
planning restriction considering underground floors can be provided. Besides these two examples, there is a long list 
of additional simple measures by which small urban water resources can be preserved.

This whole idea of analysis and evaluation of small urban water resources became interesting in a moment when we 
discover that in the middle of the Medulin municipality urban area, a small natural pond is placed, and its lacks any 
hydrometric, hydrological, or water quality measurements. 

2. Methods
In this section, the location of the research area, as well as hydrological characteristics, biodiversity, and urban signifi-
cance of the Medulin pond, are going to be described. In continuation, the hydrometric, and water quality measurement 
procedure is going to be presented.
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2.1. Location of the research
Medulin pond is placed in an urban area of the Medulin municipality in Istria County (Republic of Croatia) as is shown 
in Figure 1. 

Figure 1. Location of the Medulin pond in Istria County (Republic of Croatia) [1]

On the north, west, and south side the pond is surrounded by buildings, and on the east side agricultural area is located. 
According to the areal map, the size of the pond in the condition of the maximum water level is approximately around 
80 m wide and 100 m long and takes over the area of around 7000 m2 as is shown in Figure 2. The pond contains fresh 
water and is placed around 650 meters from the Sea coastal line. 

Figure 2. The Medulin pond on the areal map [1]

2.2. Hydrological characteristics
The Medulin pond topographical catchment has an area of approximately 3,08 km2, and encompasses parts of the 
Medulin and Ližnjan municipalities as shown in Figure 3. The runoff characteristics are not yet explored, but it is visi-
ble that they are subjected to changes due to spreading of the urbanization. The water level in the pond is at the moment 
around 12,80 m.a.s.l. and the maximum elevation on the catchment is around 68 m.a.s.l. 
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Figure 3. The Medulin pond topographical catchment [1]

According to local news, there were two rain events that caused an overflow of the pond. The first one happened on the 
8. January 2010. year when rainfall over several days caused the overflow [2], and the second one is recorded in the 
night on 29. May 2019. year induced by the 45 mm of rainfall with big rainfall intensity [3]. There is an overflow object 
placed in the pond but considering problems with overflow it has apparently too small a flow capacity.

The pond is under a significant anthropological impact considering not only the pond by itself but also the catchment 
area. Since the anthropological impact on the catchment area is constant and constantly changing by urbanisation it can 
be considered a reason for overflow occurrence. 

According to local people, there is always some water in the pond and it has never dried up, although they emphasize 
that the water levels are constantly dropping down in the last two decades.

According to all abovementioned, it can be concluded that the Medulin pond is filled with water booths from under-
ground water aquifer and surface runoff. 

2.3. Biodiversity and urban significance of the Medulin pond 
Historically, there is only a little information about the Medulin pond past. The first records are from 1563 year, men-
tioning that this pond was connected with the Sea by the canal and was used for eel fishing [4]. Nowadays, the pond is 
not visibly connected to the Sea and is naturally filled with fresh water. Also, the area is recognized as a small oasis in 
the urban area that attracts both a local and tourist recreational population.

Since the pond is not characterized as a highly protected, vulnerable, or landscape significant area according to any 
Croatian or European Union laws and directives or local authority urban plans, the local people started to take care of 
the pond. Those nature enthusiasts artificially inhabited the pond with fish species, plants, and birds. Although their 
interference in natural water resources cannot be considered the right way to preserve and save the Medulin pond, it 
looks like they managed to establish one very stable ecosystem. One could expect that anthropological impact will have 
a negative impact on that small water resource as the Medulin pond, but in this case, it seems that people developed 
a biodiverse ecosystem as is shown in Figure 4. By artificial inhabitation of flora and fauna in the pond, they developed 
a place that attracts more wildlife because of which today the area of the pond can be seen more than 50 different bird 
species throughout the whole year as well as a lot of insects and amphibians [5].
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Figure 4. The Medulin pond biodeversity

Urban significance of the Medulin pond is apparent from the fact that local people and nature enthusiast are taking care 
about the pond [6]. Also, it is place where both local people and tourist love to spend time. 

2.5. Hydrometric and water quality measurement
The aim of this paper is to conduct the first preliminary hydrometric and water quality measurements on the Medulin 
pond, and the overall objective, in the future of this research, is to provide methodology foundations for the develop-
ment of the procedure aimed toward the evaluation of small urban water resources. It is important to provide prelimi-
nary hydrometric and water quality data in order to assess the current condition of the pound.

Hydrometric measurement under this research encompasses bathymetry and temperature stratification in the Medulin 
pond. Bathymetry is provided by usage of the CTD – diver (Van Essen Instruments B.V., Nederland), Topcon position-
ing system HiPer V for geodetic surveying, and a small inflatable boat. With an inflatable boat is possible to navigate 
on the surface of the pond, and with geodetic surveying equipment is possible to take precise georeferenced points on 
which the depth of the water is measured by the CTD-diver [7]. CTD-diver also provides information about the tem-
perature of the water and its conductivity. Used equipment in hydrometric measurement is shown in Figure 5.
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  Figure 5. Equipement used for the bathimetry measurement (from left to right): Inflatable boat, Topcon positioning system HiPer V 
and CTD – diver [7]

Water quality measurements are carried out by water sampling and water analyses in Hydrotechnical Laboratory at the 
Faculty of Civil Engineering in Rijeka. The water quality parameters are measured by the Spectrophotometer – Hach 
DR 3900 as shown in the Figure 6 [7].

Figure 6. Equipement used for water quality measurement: Spectrophotometer – HACH DR 3900 [7]

In this paper physical and chemical properties are provided as follows: pH, Total dissolved solids [ppm], Conductivity 
[µS/cm], Nitrates [mg/L; NO₃ –N], Ammonium [mg/L; NH₄⁺ – N], Chloride [mg/L; Cl⁻], Nitrites [mg/L; NO₂⁻ – N], 
Total nitrogen [mg/L; TNb], Orthophosphate [mg/L; PO³₄ ⁻₋ P], Total phosphorus TP [mg/L; PO³₄ ⁻₋ P], and Chemical 
oxygen demand COD [mg/L; O₂], in order to asess overall quality and ecological potential of the water. All of these 
water quality parameters have quality ranges, and scales by which the natural water resources can be evaluated. Eval-
uation is going to be conducted according to the Regulation on the water quality standard (NN 96/2019) [8] issued by 
Republic of Croatia goverment.

3. Results and discussion
The bathymetry data was recorded on the 20 June 2022, on the same day when water quality sampling is done. 
The bathymetry was measured by usage of the small inflatable boat on which the Topcon positioning system HiPer 
V for geodetic surveying was attached. Also, the CTD diver was attached to the aggravator and rope, and the depth 
measuring was conducted by constantly immersing the CTD diver in the water. Since the CTD diver is equipped with 
a temperature sensor, by moving all around the pond it was possible to take 122 depth and temperature points. In the 
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area where water lilies have grown very densely, conduction of the measurement was not possible. The route of depth 
measurement points is shown in Figure 7. 

Figure 7. The route of the water depth and temperature measurements and water sampling points 

Since on the north-west part of the pond was not possible to measure depth because of water lilies, the collected data 
was processed with help of the software Matlab 7.11.0 (R210b) from MathWorks in order to approximate the depths in 
that area. In the same software 2D visualization of the bathymetry is prepared and shown in Figure 8.

Figure 8. The 2D representation of the Medulin pond bathymetry 

Also, by usage of the same recorded and processed depth and location data, the 3D visualization is done and shown in 
Figure 9.
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Figure 9. The 3D representation of the Medulin pond bathymetry 

The collected depth and geodetic data points have shown that the water surface area at the time of measurement was 
3237,8 m2 and the water level is placed at 12.80 m.a.s.l. The maximum measured depth is 1,57 m and placed around 
the middle of the pond. The pond is very shallow, and there is no vertical temperature stratification. The measured 
temperature of water at the surface and bottom of the pond was 27°C while the air temperature was at the time of 
measurement 33°C.

According to the Regulation on the water quality standard (NN 96/2019) [8] water samples should be taken four times 
per year, one for every season of the year. The first preliminary water quality measurement was conducted on 20. June 
2022. (summer measurement) at the same time when the bathymetry data was collected, and five surface water sam-
ples were taken. The next water sampling should be done in autumn, and then in winter and springtime. At the time 
of water sampling, significant turbidity is noticed. Also, the surface pollution, and not pleasant smell are noted. Water 
samples were taken to the laboratory at the Faculty of Civil engineering in Rijeka, and water quality parameters were 
measured by usage of the Spectrophotometer – Hach DR 3900. The results of laboratory water quality parameters tests 
are shown in Table 1. 

The results of the analysis are compared with threshold values in order to evaluate the ecological potential that is spec-
ified in the Regulation on the water quality standard (NN 96/2019) [8], and shown in Table 1. According to mentioned 
regulation, the Medulin pond is a part of the Dinard ecoregion (coastal sub-region) and belongs to a group of very 
shallow reservoirs, and a group of lowland, medium-deep, small lakes (Crypto depressions on the carbonate substrate).

The results of the water quality parameters are quite surprising. According to the results, Medulin pond is evaluated 
with good ecological potential. The only parameter that is characterized as marginally acceptable is total dissolved sol-
ids (TDS), and this result was expected since the noticeable turbidity is observed at the time of water sampling. Also, 
the temperature of the water, as mentioned above, is considerably high because of ponds’ shallowness, and can affect 
the water ecosystem. For the natural water resource with a high anthropological impact, it is great to see the positive 
ecological impact. It is unknown if the purpose of local people was to preserve or to improve the ecological system, 
but as is beforementioned, the pond has good water quality and potential for biodiversity enrichment and seems that it 
is in ecological balance.

Table 1. Results of the water quality parametrs laboratory analisis and ecological potential evaluation 

Water quality 
parameter Label/Unit

Water sample 

AVERAGE:
Evaluation 

of ecological 
potential [8, 9]1 2 3 4 5

pH [–] 7,2 7,2 7,2 7,3 7,3 7,24 Good: 7<pH<7,4

Total dissolved 
solids (TDS)  [ppm] 265 263 262 262 263 263

Marginally 
acceptable: 200 

<TDS<300
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Conductivity 
(C)  [µS/cm] 466 461 457 457 462 460,6 Fresh water

Nitrates  NO₃ –N / 
[mg/L] 0,344 0,311 0,388 0,327 0,3 0,334 Good

Ammonium NH₄⁺ –N / 
[mg/L] 0,228 0,165 0,126 0,153 0,33 0,2004 Good: Cyprinid 

water <1)

Chloride Cl– / [mg/L] 0 0 0 0 0 0 Good: <0,005

Nitrites  NO₂⁻ –N / 
[mg/L] 0,026 0,022 0,024 0,022 0,026 0,024 Good for water 

life: < 0,03

Total nitrogen TNb / [mg/L] 2,52 1,77 2 1,71 1,85 1,97 Good: > 1,24

Orthophosphate PO³₄––P / 
[mg/L] 0 0,021 0,019 0,005 0,046 0,0182 Good: <0,1

Total 
phosphorus 

(TP)
 PO³₄⁻–P / 

[mg/L] 0 0,08 0,123 0,063 0,141 0,0814 Good: <0,3

Chemical 
oxygen demand 

(COD)
O₂ / [mg/L] 40,6 48,2 49,9 33,6 45,3 43,52 Good: 

20<COD<200

4. Conclusion
Medulin pond is placed in an urban area of the Medulin municipality and is considered a public water resource under 
the jurisdiction of the Croatian water. It is not characterized as a highly protected, vulnerable, or landscape significant 
area according to any Croatian or European Union laws and directives or local authority urban plans. The pond is 
under a significant anthropological impact considering not only the pond by itself but also the catchment area. Since 
the impact on the catchment area is constant and constantly changing by urbanisation the change in hydrological func-
tion can be expected in the future and is already noticed by the lowering of water level in the pond through the years 
according to local people.

Hydrometric or water quality measurements for the pond do not exist, and therefore first preliminary hydrometric and 
water quality measurements data for the Medulin pond (Istria) are introduced within this paper in order to evaluate 
the condition of the pond. Research has included measurement of bathymetry, water temperature, and water quality 
sampling. Analyses of collected data have shown that Medulin pond is a small shallow natural lake with a maximum 
depth of 1,57 m in present condition, and because of its shallowness, vertical temperature stratification does not exist. 
Also, the temperature of the water is quite high (27°C on 20 June 2022) and can have a negative impact on the water 
quality and biodiversity. 

The water quality analyses encompassed pH, Total dissolved solids [ppm], Conductivity [µS/cm], Nitrates [mg/L; 
NO₃ –N], Ammonium [mg/L; NH₄⁺ –N], Chloride [mg/L; Cl⁻], Nitrites [mg/L; NO₂⁻ –N], Total nitrogen [mg/L; TNb], 
Orthophosphate [mg/L; PO³₄⁻₋P], Total phosphorus TP [mg/L; PO³₄⁻₋P], and Chemical oxygen demand COD [mg/L; 
O₂]. For the purpose of preliminary analyses 5 water samples were analysed. According to the results, the Medulin 
pond is evaluated as having good water quality, and good ecological potential. The only parameter that is characterized 
as marginally acceptable is total dissolved solids (TDS).

For the natural water resource with high anthropological impact on the catchment area with urbanization, and direct 
impact on the pond by artificial inhabitation of fish species, plants, and birds done by local people it is quite surpris-
ing to see good water quality results. Medulin pond is a balanced ecological system, with potential for biodiversity 
enrichment.

Regardless of good evaluation results in water quality, Medulin pond can be considered as vulnerable considering 
water levels and inflow water quantities, caused by a significant impact on the Medulin pond catchment area. Already, 
urbanization disturbs a natural function of the pond water inflow and causes an overflow of the pond after two signif-
icant rainfall events. 

The overall conclusion is that the Medulin pond can be considered a small “water pearl” and it has to be protected in 
some kind of way. Since the pond itself has a good balanced ecological system, in order to preserve this pond, better 
urbanization management in the catchment area is required. This means that one part of the responsibility in the preser-
vation of the pond should be placed on the local municipality authority by providing guidelines for the urban planning 
process.
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Because of all the beforementioned, future research plans will go in two directions. One is to provide more relevant 
measurement data for all year seasons, and the other is to develop a methodology for the small urban water resources 
evaluation in order to prepare guidelines for the preservation or revitalization of the water resources. It is clear that 
every single water resource can not be protected, but if its ecological or cultural significance can be proven then we all 
have obligation to save it.
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Abstract 
Coming from the literature sources Managed aquifer recharge (MAR) is defined as the intentional infiltration of water 
into aquifers with the purpose of either later recovering the water for different purposes like agricultural, industrial, 
urban or obtaining an environmental benefit. It has replaced the term “artificial recharge” which maybe evoked some-
thing what seemed to be unnatural in the environment. 

There are different types of MAR methodologies and examples. Presented paper is the part of research effort of the 
team from the Department of Hydraulic Engineering, Faculty of Civil Engineering at the Slovak University of Tech-
nology in Bratislava in frame of the DEEPWATER-CE project. The main objective from the Slovak side in frame of 
the project was to induce infiltration from surface water body created by drainage channel system and to analyse the 
interaction between surface and subsurface (groundwater) in conditions of intensive agricultural activities in chosen 
territory of the upper Rye Island. 

Keywords: managed aquifer recharge, drainage channel system, interaction of surface and ground water, Rye Island. 

1. Introduction 
Fast water transfer to rivers during flood situations causes a water deficit during dry periods. For long-term retention 
of water in aquifers and its subsequent use in drier or heavier demand periods, the Managed Aquifer Recharge (MAR) 
techniques are studied and implemented in 4 pilot areas of the DEEPWATER-CE project funded by the Interreg CEN-
TRAL EUROPE programme [1]. In Slovakia, the pilot study is the area used for agricultural purposes bounded by 
irrigation channels – the Rye Island. The Rye Island is located in the Podunajska lowland, in the South-western part of 
the country. There are 4 channels located in the investigated area – S VII (the Gabčíkovo-Topoľníky primary channel) 
and secondary channels A VII (Vojka-Kračany), B VII (Šuľany-Jurová) and C VII (Baka-Gabčíkovo) [2]. 

Figure 1. Illustration of the upper Rye Island area of interest in Slovakia for MAR purposes 

The main objective for the Slovak side in frame of the project was to analyse the interaction of surface and subsur-
face (groundwater) in conditions of intensive agricultural activities in chosen territory of the upper Rye Island. The 
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groundwater recharge through Managed Aquifer Recharge (MAR) techniques was realised using the mentioned former 
drainage system (S VII) which was built up in the second half of the last century. 

Nowadays, after putting Gabčíkovo hydropower plant (GHPP) into operation in 1992, this system was cut off the Dan-
ube River and is supplied by water from the seepage channel of the GHPP (Figure 1). This process enabled the second 
– very important function of the channel – to supply the aquifer as well as supply the unsaturated zone with water by 
using several irrigation systems.  

2. Methods 
The local geology is characterized by fluvial Quaternary sediments, which determine the hydrogeological conditions. 
The hydrological conditions are strongly affected by the construction of the GHPP. After construction of the GHPP, 
decrease of groundwater level in the adjacent area of the Danube River was observed. Groundwater regime as well as 
the water level regime in drainage channels changed. To improve and to control the groundwater regime in the flood-
plain area, a water supply structure situated on the left-hand side of the seepage channel was constructed. This structure 
allows an artificial water supply into the branch system and consequently into the groundwater [2], [3], [4]. 

The procedure was divided into two parts. Firstly, field measurements were performed to provide data for setting up 
boundary conditions for numerical modelling of the surface-groundwater flow interaction. During the period from 
October 2020 to May 2021, several field measurements were carried out in order to determine the course of water 
levels in drainage channels (Figure 2). The longitudinal profiles of all modelled channels were constructed using the 
data from the Slovak Water Management Enterprise and the field measurements. Example of the profile is in Figure 3. 

Secondly, for retention of surface water in aquifer and for recharge of groundwater and its subsequent using for irri-
gation during dry periods, the Recharge Dam MAR type was investigated using the numerical modelling technique. 

Three hydrological years have been selected for the data analysis: 

• 2008 as the year which can be characterized as the precipitation normal year for the regions of western Slovakia (100 
to 109% of the long-term normal); 

• 2010 as the year extremely above normal in terms of precipitation (159% of the long-term normal); 
• and 2018 with extremely low precipitation totals recorded in April, May, July and October. 

 Figure 2. Water levels in channel system measured on May 1, 2021 [m a. s. l.] 

For numerical modelling of the interaction of surface and groundwater flow expressing the possible recharge of water 
into aquifer a numerical model was developed using the MODFLOW program in the Groundwater Modeling System 
(GMS) environment, which allows us to use the conceptual model approach. MODFLOW is a computer program that 
numerically solves the three-dimensional groundwater flow equation for a porous medium by using a finite-difference 
method [5]. MODFLOW uses a modular structure. The three-dimensional movement of groundwater of constant den-
sity through porous earth material may be described by the partial-differential equation (1) [5]: 
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Figure 3. Longitudinal profile of the A VII drainage channel (water levels measured on May 1, 2021) 

(1)

where Kxx, Kyy and Kzz are values of hydraulic conductivity along the x, y and z coordinate axes, which are assumed 
to be parallel to the major axes of hydraulic conductivity (Lt–1); h is the potentiometric head (L); W is a volumetric 
flux per unit volume and represents sources and/or sinks of water (t–1); Ss is the specific storage of the porous material 
(Lt–1); and t is time (t).
Eq. (l), together with specification of flow and/or head conditions at the boundaries of an aquifer system and specifi-
cation of initial-head conditions, constitutes a mathematical representation of a ground-water flow system. A solution 
of Eq. (l), in an analytical sense, is an algebraic expression giving h(x, y, z, t) such that when the derivatives of h with 
respect to space and time are substituted into Eq. (l), the equation and its initial and boundary conditions are satisfied. 
Except for very simple systems, analytical solutions of Eq. (1) are rarely possible, so various numerical methods must 
be employed to obtain approximate solutions. One of the approaches is the finite-difference method, wherein the 
continuous system described by Eq. (1) is replaced by a finite set of discrete points in space and time, and the partial 
derivatives are replaced by terms calculated from the differences in head values at these points. The finite-difference 
analogy of Eq. (1) may be derived by applying discretization conventions described in [5].

The modelled area is bounded by the left-hand side seepage channel of the supply channel of the GHPP and 13 obser-
vation wells of the State Hydrological Network of groundwater quantity monitoring of the Slovak Hydro-meteoro-
logical Institute (SHMI). For defining the boundary condition as well as for the calibration of the model, data from 
32 groundwater level monitoring boreholes (Figure 4) (or observation wells) were evaluated. Data from 19 of these 
boreholes were used as point observation, where the elevation of the groundwater level (the head) was set using the 
calibration targets. The rest 13 observation wells were used for specifying the value of the boundary condition. 

The Dirichlet (or first-type) boundary condition was specified on the entire edge (vertical section) of the model bound-
ary – the combination of IBOUND (identifying specified head boundaries) and STRT (giving the head at those bounda-
ries) in the Basic package was used. The value of the boundary condition was computed as the mean value of ground-
water levels measured in every individual observation well during the modelled period. At the top and bottom of the 
aquifer, the Neumann boundary condition was used. The drainage channels, which are represented by the Cauchy 
boundary condition, were modelled using the River package. Two elevations were specified – the elevation of the bot-
tom of the river (channel) bed and the head in the river. Also, the conductance (in GMS entered in terms of conductance 
per unit length) was specified as one of the calibration parameters. For calibration of the model, the period from May 
26, 2010 to September 9, 2010 (extremely wet year) was selected. 

A 3D grid cell centered was created with 23 210 cells, each of 100 × 100 m. The dimension of the cell in the vertical 
direction varies approximately 50 to 75 m. The number of nodes is 32 889. 
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 Figure 4. Groundwater level monitoring boreholes of SHMI located in the modelled area 

3. Results and discussion 
The entire Rye Island, and thus also the investigated part, lies in the Gabčíkovo depression. Quaternary sediments form 
three complexes – lower, middle and upper. The lower complex is characterized by the cyclic alternation of layers of 
sandy-gravel-like sediments of smaller thickness with clay and loam layers of greater thickness. The thickness of the 
lower complex ranges from 10 to 350 m. The middle complex is formed by Danube gravels. It is separated from the 
lower complex by loam-clay layers. The thickness of this formation spatially varies, in the vicinity of Komárno it is 
about 8–12 m, in the middle of the depression about 160 m. The upper complex is formed by loam and sandy-loam 
sediments with a thickness from 0.5 to 3.0 m [6]. 

The variation of the thickness of the Quaternary sediments led us to study final reports and reviews of the Geofond dig-
ital archive of the State Geological Institute of Dionýz Štúr [6]. The bottom elevation was adopted from these reports 
and reviews. Due to insufficient coverage of deep exploratory wells in the investigated area), the value of the bottom 
elevation of the aquifer was considered as an average value of 60 m a. s. l. 

 Results of the model calibration are illustrated in Figure 5. It captures the contours of the calculated groundwater 
head for the steady-state model of the period from May 26, 2010 to September 9, 2010. Calibration targets display 
a calibration error at each borehole. The centre of the target represents the observed value, a top of the target is equal 
to the observed value + an interval (0.10 m) and a bottom of the target is the difference of the observed value and the 
interval. If the colour of the calibration target is green, the bar lies entirely within the target. A yellow colour means the 
bar is outside the target, but the error is less than 200%. For a red colour of the calibration target, the error is greater 
than 200%. 

As can be seen from the Figure 5, all targets (except of two targets) have the green colour, what means that the dif-
ference between the observed and computed head is less than 0.10 m in every observation borehole. The difference 
between the observed and calculated head in the two yellow calibration targets is 0.17 (12.04% of the difference 
between the maximum and minimum value in the observation well, or a variance) and –0.11 m (12.94% of the var-
iance). The model can be assumed to be calibrated in the accepted level of accuracy. The verification of the model, 
which uses the set of calibrated parameter values and stresses to reproduce a second set of field data, was focused on 
the period from the March 13, 2018 to May 2, 2018 (extremely dry year). 
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 Figure 5. The calculated groundwater head for the period from May 26, 2010 to September 9, 2010 

After calibration and verification process a prediction represents a response of the system to future events. Two scenar-
ios (prognosis) have been examined on the A VII channel for both modelled periods: 

• Prognosis 1 – water level corresponds to the maximum levels at each existing gate (for the period from 2018 or to the 
maximum level during the flood situation in 2010). All existing gates on the whole reach of the A VII drainage chan-
nel in the rkm 0.000 – 17.171 are closed (Figure 6); 

• Prognosis 2 – water level corresponds to the maximum levels at each gate (for the period from 2018 or to the max-
imum level during the flood situation in 2010. All existing gates are closed + additional proposed gates in the rkm 
2.270, rkm 7.060 and rkm 12.530 are in operation (Figure 7). 

 Figure 6. Longitudinal profile of the A VII drainage channel – simulated water level (prognosis 1, 2010) 
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Figure 7. Longitudinal profile of the A VII drainage channel – simulated water level (prognosis 2, 2010) 

The isolines of calculated groundwater heads for the steady-state models capturing the prognosis 1 for the flood year 
2010 are illustrated in Figure 8, the prognosis 2 of the same period are illustrated in Figure 9. 

 Figure 8. Prognosis 1: calculated groundwater head for extremely wet year 2010 [m a. s. l.] 

The same procedure was performed for the dry year 2018. Maybe, the results do not show significant increase of 
ground water level. The differences in groundwater levels vary from 0.0 to 0.25 m in the modelled period 2010 (wet 
year) and from 0.0 to 0.35 m in the modelled period in 2018 (dry year) and therefore the Table 1 is illustrating the 
balance of groundwater flow in the area of interest. Increased groundwater level affects the volume of water infiltrated 
into the aquifer (Table 1) but does not cause the flooding of the adjacent area. Due to the slight increase in water level, 
the groundwater gets closer to the roots of cultivated crops. 
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Figure 9. Difference between the prognosis 1, 2010 and the “zero variant” (natural state, no gates) 

Table 1. River leakage [m3. d–1] 

Scenario
2010 2018

In Out Total In Out Total

„Zero variant” 46 648 –19 767 26 881 45 318 –30 959 14 359

Prognosis 1 48 053 –10 143 37 910 50 784 –27 186 23 598

Prognosis 2 49 946 –8 733 41 213 58 029 –25 240 32 789

4. Conclusion 
The reason for elaboration of this study was the fact that the MAR system can be utilized in agricultural condition, as 
well. The idea of using former drainage channels for groundwater supply and for irrigation purposes was suggested 
already before putting GHPP into operation, but nobody expressed benefits or possible handicaps for the adjacent area. 
It has to be mentioned that there is more than 2 500 km of drainage channels in the Rye Island region of. The selected S 
VII channel system is just one part of them but maybe one of those where the surface water control can be a significant 
tool for water supply into aquifer. The advantage of the S VII channel system is the stable and controlled supply of 
water from the seepage channel of the SHPP which is of the groundwater quality [7]. 

It is apparent from the Table 1 that the amount of water infiltrated into aquifer after operation on existing gates (Prog-
nosis 1) increased in both investigated years more than 40% (wet year 2010) and more than 60% (dry year 2018). 
The present operation on water structures of the S VII channel system by SWME enables the realisation of “managed 
groundwater supply into aquifer”. It could be increased by realisation of additional gates (Prognosis 2) up to more than 
50% (wet year 2010) and more than 75% (dry year 2018) in comparison with the natural surface water level regime 
(Zero variant). 
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Abstract 
Green university project is aimed to build up a centre of sustainability and water retention measures good practice 
example. The city of Košice is the university city with great impact to young people who can contribute by their action 
to make the world more suitable for life. Universities bring together people whose goal is to prepare for life in a world 
where it will be possible to live fully. That is why the university campus is chosen as one of the most suitable locations 
for the proposed measures. The roof of TUKE is the largest roof in Kosice city in terms of area, which is why it has 
been transformed to “green” is justified. In combination with other green elements, it can create a complex future. 
Water retention is also part of the concept facilities, the “green wall” segment and related information activities. The 
area of green roof is approximately 2 000 m2. The roof contains numerous shafts, ventilation chimneys, drains and roof 
plane transitions and numerous antennas and test towers. There is also a dome with an observatory, which is a suitable 
architectural element for the application of green measures. Other proposed measures include bio retention lake and 
vegetation facades. The construction of lakes and vegetation walls significantly contributes to prevents the surround-
ing objects from overheating, the captured rainwater will be suitable for watering, thus saving money on rainwater 
drainage and the risk of local floods will be mitigated, and the groundwater supply will be increased. Bioretention 
systems that are not only able to collect water, but also have the ability self-cleaning are autonomous elements of the 
green infrastructure that will be further developed in the future develop and streamline. An element of an autonomous 
rainwater management system will be incorporated into the realization of the lake itself so that it can also provide new 
perspectives at management and maintenance of such facilities.

Keywords: green university, water retention, green campus.

1. Introduction 
Water retention measures remain topical and increase their importance in these days. Most cities become more sus-
tainable and “greener” due to increasing climate change [1,2]. By building new green zones in urban areas there can 
be ensure healthier environment for the citizens, but also the natural water balances contribute to sustainable water 
mitigation measures [3]. 

In general, universities can provide a model example of green sustainable measures implementation. Good practice 
examples can be found in the campuses across North America. Their applied measures allow to consider these uni-
versities to become key leaders in the promotion of sustainable development [4,6]. Also, integration green climate 
change mitigation measures can bring many economic benefits to the environment [5]. 

The concept of the “green university project” is designed to increase and strengthen capacity across the board water 
retention, which is very low in urban agglomerations such as Košice. The goals of the project are also aimed at raising 
awareness of climate change, which is for young people – students at Technical University of Košice (TUKE), but also 
primary and secondary school’s indispensable.

The target state can be defined in three areas: 

• green roof – realized on the main campus building, 
• interception of precipitation – in the form of retention measures, 
• creating elements of public awareness of climate change, green roofs, bio retention systems and green facades.

mailto:martina.zelenakova@tuke.sk
mailto:maria.hlinkova@tuke.sk
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2. Methods
The campus of TUKE has a huge potential for the implementation of measures to create and protect the environment 
and the transformation of the university into a “green university”. The roof of TUKE is the largest roof in Kosice city 
in terms of area, which is why it has been transformed to “green” is justified. In combination with other green elements, 
it can create a complex future, as seen in examples from abroad. Water retention is also part of the concept facilities, 
the “green wall” segment and related information activities. Functionally, it is a flat roof structure with additional 
reinforced concrete arches roofs above the plane of the roof. The roof contains numerous shafts, ventilation chimneys, 
drains and roof plane transitions and numerous antennas and test towers. There is also a dome with an observatory, 
which is a suitable architectural element for the application of “green measures”.

For the implementation of the project, it is necessary to completely repair roof gutters, sheeting, surface waterproof-
ing layer and additional insulation of the roof cladding. Overall, it is the main roof structure in satisfactory condition, 
arched roof in emergency condition. 

As part of the measures, it will be necessary to remove non-functional elements and carry out a complete cleaning from 
vegetation and building debris, to strengthen the pillars of the arched roof, immediate repair of waterproofing layers on 
the arched roofs and to implement project measures to strengthen and repair of the supporting structure of the arched 
roof. 

3. Results and discussion

3.1. Green roof as an example of building´s nature cooling
The issue of climate change is the world’s number 1 issue today. It’s up to us, what city, country, or we will leave the 
planet to future generations. Many are currently emerging in the face of climate change initiatives that could slow down 
or stop these processes.

TUKE is an area of reducing energy intensity and building green infrastructures deals not only in the educational pro-
cess of thematic study programs, but also the implementation prototype demonstrations, e.g., green vegetation shelters 
for bicycles, recycling waste management, Smart city systems and demonstrations of secondary resource processing.

We propose a pilot example of the implementation of a green roof on the main building university. The building was 
built in the 70s of the 20th centuries and is still one of the largest buildings in the city, where only the main part of the 
roof is over 3,500 m2. It therefore has a major impact on the environment of the university and the city. For this reason, 
the proposal to implement a green roof on the university’s is the highest green priority of TUKE. In addition to ecolog-
ical, it fulfills this intention architectural, urban, hygienic, climatic, protective, and psychological function. The area of 
green roof is approximately 2 000 m2 (Figure 1). 

Among the main aims of the green roof´s realization belong: 
• rainwater retention, 
• reducing the air temperature around the object, 
• prevent the object from overheating, 
• increased oxygen production, aesthetic (visual) function, 
• reduction of costs for air conditioning and heating of the building, 
• reduction of sewerage costs,
• prevention of damage to the roof insulation by UV radiation and protection of roofs layers.

The foundation area of the roof of the main TUKE building before the installation of the green roof itself must meet 
important criteria, which include resistance to moisture, microorganisms, required the load – bearing capacity and the 
base must be resistant to overgrowth of roots, perennials, annuals, or trees. 
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Figure 1. The proposed TUKE green roof

The construction implementation of the roof consists of the following steps:
• necessary reconstruction works, including insulation and waterproofing of the base layer, 
• solutions of the formations of the extensive green roof, 
• made-up ground of vegetation areas with selected river stone, 
• assemblage of vegetation pots and associated structures, 
• drip irrigation of vegetation pots, 
• installation of walkways and terraces, 
• fitting and installing security elements and railings around the entire perimeter of the area roofs, 
• related electrical installation, cabling work and lighting of the roof area. 

3.2. Interception of precipitation
Due to climate change, extreme weather events are currently taking place which are often manifested by frequent 
increases in shock temperatures, which have an adverse effect on water supplies in the country. This phenomenon is 
even more pronounced in the urban agglomeration, where there is a majority rainwater is immediately discharged into 
the form of a sewer network. This debt to the environment we use can be reduced by capturing rainwater in the form of 
rain gardens, collection lakes or other alternatives as efficient and at the same time an aesthetic way of mitigating the 
effects of drought. The implementation of different types of water retention measures is one of the options for adapting 
to climate change.

The aim is to build a bio retention lake (Figure 2) and vegetation facades. The main positive effects include: 
• evaporated / collected rainwater will lower the air temperature during the summer months,
• water is retained in the landscape, 
• it prevents the surrounding objects from overheating,
• oxygen production and humidity will increase, 
• dust and the occurrence of allergens will be reduced, 
• the captured rainwater will be suitable for watering, thus saving money on rainwater drainage, 
• the risk of local floods will be mitigated, and the groundwater supply will be increased. 
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Figure 2. Proposed emplacement of bio retention lakes (blue marks)

Realization will include the following steps: 

1. Construction of a bio retention lake in the immediate vicinity of the main TUKE building. With it, the university 
would be able to capture a sufficient amount of rainwater, which would subsequently used in the process of irri-
gating the green roof. Retention pond is a suitable solution for control and regulation of the quantity and quality of 
retained rainwater. Underground pipeline network allows the capture and drainage of large amounts of water and 
regulates its output as needed maintained the required level. However, it is necessary to plant natural vegetation, 
not only from the aesthetic point of view, but mainly to improve the stability of the banks.

2. Installation of vertical vegetation walls. In the exterior on the roof of the main building TUKE, where tje green roof 
is designed is located object, so called observatory, where it is designed within the perimeter wall such a vegeta-
tion wall. Additional vegetation walls and green elements are designed in the hall areas of vestibules of the main 
building.

4. Conclusion
Technical University of Kosice as a leading research and educational institution at the national university level and 
recognized abroad as an attractive place with a collegial and friendly atmosphere for creative the activities of its stu-
dents and staff, co-creating a cultivated cohesive community, equipped with modern infrastructure, as a confident and 
attractive center of creativity and innovative actions for the benefit of knowledge and society. Bioretention systems that 
are not only able to collect water, but also have the ability self-cleaning are autonomous elements of the green infra-
structure that will be further developed in the future develop and streamline. An element of an autonomous rainwater 
management system will be incorporated into the realization of the lake itself so that it can also provide new perspec-
tives at management and maintenance of such facilities. For this reason, the land of the Technical University of Kosice 
seems to be a good place to spread new approaches in the thinking of people and especially the young generation 
future engineers and designers who can apply such solutions in practice. Also, installation of vertical vegetation walls 
brings significant positive, such as increase of oxygen production and humidity in the local environment, air cleaning 
by trapping dust particles, the excellent thermal properties of the system, especially outdoors, will help reduce energy 
consumption buildings, soundproofing of the environment. 
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Abstract
The change in precipitation has a direct impact on people’s lives at different levels. For example, an increase rainfall 
can cause floods and / or landslides that affect individual homes, cities, and even entire countries. Floods cannot be 
prevented or accurately predicted, but effective mitigation measures based on their occurrence estimates can signifi-
cantly reduce their impact. All models for estimating floods are based on precipitation analysis, with special emphasis 
on short-term precipitation, which is often the cause of catastrophically large floods. Knowing the changes in rainfall 
over a long period of time guarantees a better prognosis of floods and timely taking appropriate measures to mitigate or 
to some extent prevent them. Hence, access to up-to-date / new and accurate short-term precipitation data is essential. 
However, such key data are often unavailable in different parts of the world due to the lack of sufficient measuring 
stations, but also in the case of raw data. In R.N. Macedonia in practice is still used data on heavy rainfall for the period 
from 1956 to 1988. The need to update this information with more recent data is more than necessary, given that rain-
fall is an extremely stochastic phenomenon.

The subject of this paper is updating the precipitation data in Macedonia for the period from 1956 to 2020. The changes 
of precipitation in the last 30 years in eight measuring stations have been analysed. Existing series for annual maximum 
precipitation with short duration for the period from 1956-1988, are supplemented with data for precipitation from 
1989 to 2020. The procedure of processing pluviographic tapes in order to define the annual maximum precipitation 
of a certain duration have been done by the method of characteristic (transitional) points or the method of five-minute 
period of discretization (Dt = 5min). The obtained series are statistically analysed, a homogeneity test is performed 
and the i-D-P (intensity-duration-probability of occurrence) curves are defined. The results are presented in tabular and 
graphical form.

Keywords: floods, annual maximum precipitation, short duration, i-D-P (intensity-duration- probability of occurrence) 
curves.

1. Introduction 
Precipitation with short duration directly affect the occurrence of floods that can cause serious consequences on peo-
ple’s lives at different levels. Precipitation with short duration and hence floods can not be prevented, but effective 
mitigation measures based on assessment of their occurrence can significantly reduce the negative effects. All models 
for estimation of occurrence of floods are based on analysis of precipitation, with special emphasis on short-term pre-
cipitation, which is often the cause of catastrophically large floods. Knowing the changes in precipitation over a long 
period of time guarantees a better prognosis of the occurrence of floods and timely taking appropriate measures to 
mitigate or prevent them to some extent. Hence, access to up-to-date / new and accurate short-term precipitation data 
is essential. However, such key data are often unavailable in different parts of the world due to the lack of sufficient 
measuring stations, but also in the case of raw data. 

Rainfall data are very important for climate study, water resources evaluation, drainage design (Desa and Rakhecha 
2004; Wang 1987), environmental studies and many other purposes. To have high quality data on measured precip-
itation at many measuring stations means a higher degree of quality of conducted hydrological analysis. Defining 
real quantities of flood waters that can be expected in certain small catchment areas is necessary in order to know 
the possible occurrences of intense rainfall of a short duration. The annual maximum daily rainfall is defined as an 
extreme instance, with critical duration for a river basin, state or region, with immediate consequences to agriculture, 
soil conservation, roads, dams and drainage, (P. Willems, et al., 2012), (J.R. Porto de Carvalho, et al., 2014). Rainfall 
is a fundamental element of climate which is, for several decades, in perpetual mutations. For most regions around the 
Mediterranean, these changes resulted in significant rainfall deficits (A. Longobardi and P. Villani, 2010), (P.T. Nastos, 
2011) accompanied by an increase of exceptional events such as severe droughts and devastating floods, (P. Alpert,  
T. Ben-Gai, A. Baharad et al., 2002). In the hydrological year, the daily maximum rainfall is the parameter considered 
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to assess the immediate impact on the hydrological response of streams, flooding cities, soil erosion, dams silting, and 
agricultural production, (M.J.M. Römkens, K. Helming, and S.N. Prasad, 2002). Observational studies of this variable 
form a critical line of evidence into how precipitation extremes have changed over the instrumental record, and recent 
findings are showing that at global or continental scales, extreme precipitation events have been increasing in intensity 
and/or frequency. For example, Alexander et al. (2006) used gridded precipitation data based on 5948 stations globally 
and found that precipitation changes exhibited a widespread and significant increase, (Alexander, L.V., et al., 2006). 
Min et al. (2011), using the same dataset but a different analysis approach, found that 65% of the data-covered areas 
have positive trends for annual maximum daily precipitation over the period from 1951 to 1999.

In the second half of the eighties of the last century, data on precipitation in the period from 1956 to 1988 were ana-
lyzed and intensity, duration and recurrence curves (IDR curves) were defined for the territory of the R.N. Macedonia, 
(Ž. Shkoklevski, B. Todorovski, 1993). For the last 30 years, intensive precipitations of a short duration have relatively 
been poorly analyzed in the R. N. Macedonia. Namely, in the period following 1988, the analysis of data on measured 
precipitation in the territory of our country has been reduced to research that has not fully covered this issue. Therefore, 
there is a need for complete analysis of the annual maximum daily rainfall precipitation in the period from 1988 till 
present, in order to define the real intense precipitations and their return periods that will be used for both scientific and 
professional needs. 

This paper deals with analyses of data on measured precipitation at eight measuring stations in the R.N. Macedonia. 
The existing series of data from the measurements (1956–1988) have been updated with new data and the series for 
the period from 1956 to 2020 has been completed. This has created a series of 65 data, which represents a sound basis 
for analysis from a hydrological point of view. The sequences have been tested for homogeneity, statistically processed 
and defined by the distribution of extreme values and the probability of occurrence for different return periods. The 
data from the performed analyses are presented on maps in order to show the spatial distribution of the precipitation 
with a certain return period.

1.1. Study area and available data
Meteorological observations in R.N. Macedonia are performed at 19 main meteorological stations, 7 climatological, 
24 phenological, 87 rain gauge stations and 55 automatic meteorological stations (AMS). Within the network of mete-
orological stations, short-term precipitation is measured by pluviographs at a number of measuring points. Depending 
on the possibilities, conditions and the need for information, the number of these measuring stations was decreased 
or increased in the past period. Permanent monitoring of intense rainfall in the R.N. Macedonia is carried out at the 
meteorological stations shown in Table 1.

Table 1. Overview of analyzed meteorological stations

Station H
[ma.s.l.]

Position Measurement 
Period Notes

latitude longitude 

SK-1 240 41о59’ 20о28’ 1956–1966 stopped working

SK-2 239 41°57’42’’ 021°37’17’’ 1967–1975

SK-3 302 42°00’59” 021°12’59”
1978–1988 with interruption

1989–2020

Shtip 336 41°45’13” 022°21’49”
1963–1988 with interruption

1988–2020

Prilep 675 41°20’02” 021°13’14”
1959–1988 with interruption

1989–2020

Bitola 590 41°02’30” 021°12’13”
1956–1988 with interruption

1989–2019 with interruption

Ohrid 757 41°06’53” 020°04’50” 1956–1988
1989–2020 with interruption

Kriva Palanka 693 42°12’13” 022°21’52”
1959–1988

1989–2020
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Demir Kapija 112 41°24’34” 022°21’14”
1957–1979 with interruption

1987–2020

Lazaropole 1340 41°32’15” 020°04’45”
1964–1988 with interruption

1988–2012 with interruption

Pluviographic, short-term, rainfall strips registered at measuring stations Skopje (SK), Shtip (SH), Prilep (P), Bitola 
(B), Ohrid (O), Kriva Palanka (KP), Demir Kapija (DK) and Lazaropole (L) have been processed and analysed within 
the investigations presented in this paper. In Skopje, precipitation is measured at three locations: Skopje – Old air-
port-(SK-1), Skopje-Petrovec (SK-2) and Skopje-Zajchev rid (SK-3). Given the technical possibilities for observations 
of precipitation by pluviogaphs, the measurements were performed only in the warm period of the year (from April to 
November). In winter, the so-called pluviographs with heaters were used (to prevent freezing under negative temper-
atures), in which case, not one-day pluviograph tapes were used, but mostly seven-day ones. Such records referring 
to the period from 1956 to 1988 have not been analysed, while those from the period from 1989 to 2020 have been 
processed and analysed. Based on detailed review of all pluviographic records obtained each year (daily, weekly and 
monthly) selection of diagrams of all recorded episodes of precipitation and torrents in the course of each month and 
then in the course of each year has been made. The diagrams with recorded illogical values of precipitation (unreliable 
diagrams controlled by the UHMR staff) have not been taken into account in the analyses. The procedure of processing 
pluviographic tapes in order to define the intensity of the maximum precipitation of a certain duration can be done by 
the method of characteristic (transitional) points or the method of five-minute period of discretization (Dt = 5min). In 
the investigations presented in this paper, the second method has been used, i.e., the method of five-minute period of 
discretization (Dt = 5min) for which the period of discrediting is constant (Dt = 5min) and, for the total duration of 
precipitation, a chronological series of average five-minute intensities of precipitation has been obtained. The maxi-
mum values of intensity of precipitation have been obtained by extraction-separation of the largest value in the series 
of average five-minute precipitation, or the median value of precipitation of a certain duration. An online graphreader 
tool has been used to read the values from the pluviographic diagrams. For that purpose, all the tapes have, first of all, 
been scanned, the diagrams have been digitized and the values of the highest precipitation heights with a duration of 5, 
10, 20, 40, 60, 90, 150, 300, 720 and 1440 minutes have been determined. Due to the interruptions of the precipitation 
measurements at certain measuring stations (Bitola, Lazaropole and Ohrid) and for the purpose of completing the series 
of annual maximum precipitation of a certain duration, the need to supplement the series has been imposed. The com-
pleting of the arrays has been done by establishing correlations between the arrays of annual maximum precipitations of 
a certain duration and the array of maximum daily precipitations which are complete for all stations. When establishing 
these correlation links, the strength of the connection has been controlled according to the basic criterion for correlation 
links, i.e., the correlation coefficient (r) has been calculated and controlled.

For the measuring stations Bitola and Ohrid, this coefficient has lower values of precipitation of a shorter duration 
and higher values of precipitation of a longer duration. For the measuring station Lazaropole, these values have been 
relatively small, indicating weak connections, wherefore a spatial correlation has been made with the stations: Prilep, 
Demir Kapija, Ohrid and Bitola. From the comparative analysis of the obtained correlation links, the highest coeffi-
cients have been obtained when establishing a correlation relationship of precipitation of a certain duration for m.s. 
Lazaropole with precipitation of the same duration for m.s. Ohrid.

Based on the previously explained procedure, for the analysed meteorological stations (Skopje, Shtip, Prilep, Bitola, 
Ohrid, Kriva Palanka, Demir Kapija and Lazaropole), unique series of data on annual maximum precipitations with 
a duration of 5, 10, 20, 40, 60 90, 150, 300, 720, 1440 minutes and 24h have been established for the period from 
1989 to 2020.

1.2. Defining the functions of probability of heavy rainfall 
The statistical processing of the established series of data on annual maximum precipitation of a certain duration for 
all measuring stations consists of determination of the basic statistical parameters: mean arithmetic value (Pavr), mean 
square deviation (s), coefficient of variation (Cv), coefficient of asymmetry (Cs). The theoretical probability density 
function, which is adequate to the empirical frequency, and the probability distribution function apply to the whole 
population, i.e., the existing arrays of limited data (n=65) are treated as arrays of unlimited data (n=∞), which cover all 
possible future occurrences. Several probability density functions have been analysed: Gumble distribution, Pearson 
type III, Log-normal two-parameter, and Log-Pearson. By testing the adaptability of these functions to the empirical 
frequency of the random variable by applying the χ2-test at a test significance of α = 5%, the best adjustment has been 
shown by the Gumble function. The probability of occurrence of maximum intensive precipitation for all rain gauges 
and duration of precipitation has been defined by applying the Gumble distribution. 
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The established graphical dependencies between precipitation intensity, duration and probability of occurrence (i-T-p 
curve) for all measuring stations and short-term precipitation (5, 10, 20, 40, 60, 90, 150, 300, 720, 1440 minutes) are 
shown graphically, Figure 1.

i-Т-p curves for Skopje i-Т-p curves for Shtip

i-Т-p curves for Prilep i-Т-p curves for Bitola

i-Т-p curves for Demir Kapija i-Т-p curves for Lazaropole

Figure 1. i-Т-p curves

2. Results and discussion
If we analyze the calculated values   for the intensity of precipitation with a short duration (5, 10, 20, 40, 60, 90, 150, 
300, 720, 1440 minutes) for a return period of 10 years for the period 1956 to 2020 with the same data for the period 
from 1956 to 1988, Figure 2, it can be noted that in Skopje the intensity of rainfall, rainfall with a duration of 5, 10, 
20, 40, 60, 90, 150 recorded a decrease, while rainfall with a longer duration of 300, 720, 1440 minutes and 24 hours 
have increase over the last 30 years. In Shtip, the increase in intensity was observed for precipitation white duration 
longer than 20 minutes. For the measuring station in Prilep, an increase in the intensity of precipitation with a duration 
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shorter than 1440 minutes was observed, while a decrease in intensity was observed for precipitation lasting 1440 min 
and 24h. In Bitola and Ohrid, for all periods of duration of precipitation, a decrease in intensity can be observed in 
the last 30 years. In Kriva Palanka, there is an increase in the intensity of precipitation with a duration of 40, 60, 90, 
150 minutes. In Demir Kapia, there is an increase in precipitation with a duration of more than 300 minutes, while in 
Lazaropole only for precipitation with a duration of 720 minutes.

Figure 2. Intensity of short-term precipitation for a return period of 10 years (period 1956–2020 compared to period 1956–1988)
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The complex orographic structure of the R.N. Macedonia conditions an uneven spatial distribution of precipitation and 
affects the pluviometric regime. One of the most important conditions that has an impact on the amount of precipita-
tion is the geographical location of the considered location, i.e., latitude and longitude as well as altitude. The smallest 
amounts of precipitation occur in the central areas, namely, in Gradsko, Tikvesh and Ovche Pole, which are the driest 
areas in the territory, with average amounts of precipitation between 400–500 mm per year. The highest amounts of pre-
cipitation are registered in the highest mountain massifs in Western Macedonia, amounting to about 1000 mm per year. 
In other areas in our Republic, an average annual rainfall of 600–1000 mm has been measured for period 1981–2010, 
Fig. 3, (HMS). 

If a comparison is made with the spatial distribution of the calculated extreme values of annual maximum daily pre-
cipitation with a return period of 50 years, Fig. 4, the situation is similar. Maximum rainfalls take place in Lazaropole, 
while the least rainfall is characteristic for Shtip.

Figure. 3. Spatial distribution of average annual rainfall for the 
period 1981–2010. (Source: HMS)

Figure. 4. Spatial distribution of maximum precipitation with 
a return period of 50 years

3. Conclusion
Precipitation as an extremely stochastic phenomenon, variable in time and space, is relevant for analysis in the field of 
hydrology. These analyses are particularly important given that climate change is evident both globally and regionally. 
The need for analysis of variations and trend of precipitation with short duration in the R. N. Macedonia is more than 
necessary, given that such documented analyses were carried out about 30 years ago.

The paper shows analysis of the precipitation with short duration in the R. N. Macedonia based on data measured at 
eight measuring stations in the period from 1956 to 2020. The analysis of the series of measured data on the precipita-
tion at all eight measuring stations shows logical variability with an increasing trend of precipitation in the last 30 years. 
Arrays of 65 data have statistically been processed and tested for sequence homogeneity. Extreme values with different 
return periods have been defined.

The results obtained from these analyses have been compared with those from the analyses carried out based on data 
measured at the same eight measuring stations in the period from 1956 to 1988 (published in 1993).

The comparative analysis shows that the extreme values of precipitation calculated for different return periods, accord-
ing to the Gumble’s probability distribution, are with an increasing trend.

From the aspect of providing relevant parameters for hydrological studies, it is recommended that these analyses are 
repeated in shorter time periods in future, at least after each 10 to 15-year period.
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Abstract 
The impact of climate change on water resources and tourism, the possibility of adapting to climate change in a tour-
ist destination, and mitigation of the impact of tourism activity on the climate change is analysed. Touristic activity 
seasonality and changes in water demands during the year is addressed. The importance of implementing the process 
of adaptation to climate change in a tourist destination, possible adaptation measures and opportunities to ensure sus-
tainable management of water resources in order to ensure quality tourism activities but also the quality of life of local 
inhabitants in the tourist destination are presented.

Keywords: climate change, water resource, tourism, adaptation, mitigation, measures. 

1. Introduction 
Water resources are one of the key factors for life and development of life on Earth, and thus for humanity. Given the 
limited water resources, climate change and significant human activity, managing water resources in a sustainable way 
is an extremely important and very complex task [1]. It has been determined that climate change already has today, 
and will have even more pronounced and different impacts on water resources in the future. Climate change affects all 
life on the planet, all resources, including water resources. They also affect all human economic activities (agriculture, 
fisheries, energy, tourism, etc.) [2].

The need (demand) for water is globally growing due to a number of factors, including population growth, water pollu-
tion, economic progress, land use, climate change and others [3]. Drinking water is a strategic resource for socio-eco-
nomic development and environmental protection, but water scarcity, deteriorating of water quality, droughts and, on 
the other hand, floods represent current and future challenges in water management, especially with regard to climate 
change. The effects of climate change are even more pronounced in regions that are already deficient in water resources 
and where droughts are more frequent, and therefore there is an imbalance between available water resources and water 
needs [4]. This problem is particularly pronounced in the Mediterranean area, which stands out as a significant tourist 
destination, where the seasonal (summer) increase in water demand is particularly pronounced, and on the other hand 
climate change affects the reduction of local and seasonal availability of water resources [5].

The aim of this paper is to analyse the impact of climate change on water resources with an emphasis on tourism and 
the possibility of adapting to climate change in a tourist destination, but also mitigate the impact of tourism activity on 
the causes of climate change. The issue of touristic activity seasonality and changes in water demands during the year 
are emphasized. 

The paper analyses the importance of implementing the process of adaptation to climate change in a tourist destination, 
possible adaptation measures and opportunities to ensure sustainable management of water resources in order to ensure 
quality tourism activities but also ensure the quality of life of local inhabitants in the tourist destination. The emphasis 
in this paper is on the touristic destinations in the Mediterranean area especially in the coastal part of the Republic of 
Croatia.

2. Climate change impact on water resources 
The Mediterranean basin, including the Adriatic Sea region, is a region that is very sensitive to climate change, but 
also to anthropogenic impacts [6]. Since the 1970s, the mean annual temperatures in the Mediterranean region have 
increased by 0.1°C per decade, and precipitation has decreased by 25 mm per decade [7]. Temperatures are expected 
to increase by 1.5–2.5°C, and precipitation is expected to decrease by 5% to 20% up to 2050 [8], which could lead to 
the decrease of freshwater resources throughout the Mediterranean basin (30–50%). 

In the Adriatic region, the decrease of 15% of freshwater is expected in northern Italy and the Balkans [8]. Climate 
changes cause more frequent drought and flood occurrence, while the increase in water demand is expected due to 
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increasing urbanisation, agricultural production and tourism activities, which leads to the increase in withdrawal of 
water and pressures on regional water resources [9]. 

Water resource and supply vulnerability and risk assessments, water scarcity estimates and drought analyses due to 
climate change impacts are necessary for avoiding future water crises and preparing adaptation measures to mitigate 
the consequences of such crises [10]. 

To simulate the impacts of climate change on water resources in future various methodologies have been used [11]: 
coupling Global Circulation Models (GCMs) with hydrologic models through downscaling techniques, coupling 
high-resolution Regional Climate Models (RCMs) with hydrologic models and using hypothetical scenarios as inputs 
to hydrologic models. 

The impact of climate change on the water resources in the Mediterranean has been confirmed in different studies [5]. 
Based on scenarios of varying future temperature and precipitation to analyse the changes in groundwater recharge and 
in agricultural water demand for the West Bank of the Mediterranean basin, Mizyed [12] concluded that the groundwa-
ter recharge could decrease by up to 50%. 

Impact of climate change on water resources used for drinking water supply in the Adriatic region has been investi-
gated within the DRINKADRIA project (Adriatic IPA CBC 2007–2013) [5]. As an example of the impact of climate 
change on water resources for analysed pilot area in northern part of Croatia (where the touristic activity is very high 
in summer period) for springs Sv. Ivan, Gradole and Bulaž are presented in Figure 1 [6]. The decrease in discharge of 
springs Sv. Ivan, Gradole and Bulaž can be observed in all historical time series and projected time series of the total 
lowest average monthly discharge of springs, with accompanying trends, generated using different climate models 
(REGCM3, ALADIN, and PROMES) for 1961–2050. The island of Corfu in Greece (also pilot area in the Project) is 
facing rising temperatures and declining rainfall too, especially in the summer months. Although the island of Corfu 
is located in the western part of the country where precipitation levels are higher than the average in Greece, climate 
change will negatively affect the availability of water resources [14].

3. Climate change impact and tourism 
According to climate modelling results, the Mediterranean region is marked as a “hot spot” with particularly pro-
nounced effects of climate change impact [15]. The Republic of Croatia, which for the most part belongs to that region, 
will certainly feel the consequences of climate change, and its vulnerability is assessed as high. The vulnerability of 
some economic sectors is particularly significant: tourism, agriculture, forestry, fisheries and energy, as the success of 
these sectors depends to a large extent on climate factors. Consequently, the extreme vulnerability of the economy to 
the effects of climate change can have a negative effect on overall social development. Therefore, the implementation 
of adaptation measures is the only way to avoid catastrophic consequences for the environment and the economy, 
which endangers the sustainable development of the society [16].

In the tourism sector, the main expected impacts of climate change are: reduction of tourist demand in the summer 
months due to high temperatures, increased UV radiation, higher frequency and intensity of extreme weather events; 
reduction or loss of ecosystem attractiveness and biodiversity as elements of attractiveness in tourism; reduction of 
water availability and occurrence of problems related to various infrastructure systems (wastewater drainage, solid 
waste disposal, beach infrastructure, accommodation infrastructure, etc.) and / or their reduced functionality.

Changes in climate will lead to various implications for individual tourist destinations, but they can be both positive 
and negative. Due to climate change (but also due to its proximity to Western and Northern European guests), the 
northern parts of Europe could become attractive enough for vacations during the summer months, and the Mediterra-
nean and Croatia could remain attractive (only) for the rest of the year. The tourism sector will be forced to enrich its 
offer and offer higher quality products, which can have a positive effect on the competitiveness and structure of guests. 
Favourable climatic conditions in the coastal part of the Republic of Croatia in the off-season and pre-season can have 
a positive effect on reducing mass tourism in the summer months [17].

At the peak of the touristic season, some tourist destinations and islands have problems with water supply, which will 
continue in the future due to increased demand for water in this period [18]. The issue of water supply in the context 
of (oversized) development of island and coastal tourism is highlighted by a considerable number of studies in the 
Mediterranean area (Mallorca, Malta, Sardinia) [19]. 

In Croatia the problem is also highlighted on islands and in coastal areas with touristic activity. The impact of tourism 
on increasing demands for water supply is not only reflected by the seasonal increase of the number of tourists and 
seasonal workers. Namely, in addition to primary water consumption (drinking, bathing, sanitary water), tourists also 
encourage secondary consumption for agriculture focused on tourism, swimming pools, green areas, etc. Water con-
sumption increases exponentially with increasing accommodation capacity [19].
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Figure 1. Historical time series and projected time series of the total lowest average monthly discharge of Sv. Ivan, Gradole and 
Bulaž springs generated using different climate models for 1961-2050 with accompanying trends: A) REGCM3, B) ALADIN,  

and C) PROMES models [6]

In DRINKADRIA project it was concluded that the decrease of available water resources in the future due to climate 
change impact (Figure 1) will cause stress during touristic high season period when the demands for water are the 
highest (even double), and the water resources availability is at the lowest [6]. This can be observed in Figure 2 where 
the intra-annual distribution of the long-term mean of average monthly overflow discharges and abstracted quantities 
on the pilot area in Croatia in Istria for springs Sv. Ivan, Gradole and Bulaž are combined together and analysed for the 
period 1991–2012 [5].

Figure 2. Intra-annual distribution of the long-term mean of average monthly overflow discharges and abstracted quantities for 
springs Sv. Ivan, Gradole and Bulaž combined together (1991–2012) [5]
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When talking about the assumed features of tourism in the coastal part and on the islands, the starting line is usually 3S 
(Sun, Sea and Sand). Another often assumed basis is sustainable tourism with the fundamental theme that the island, 
as an eco-paradise, has untouched nature along with the local population and a way of life with low environmental 
impacts [20]. Tourists are looking for destinations with favourable climatic conditions, and on the other hand, tourism 
itself contributes to climate change. Addressing climate change is considered a prerequisite for sustainable tourism 
development, and sustainable water management is important for the quality of life of local inhabitants [19, 21].

4. Adaptation to climate change and mitigation measures
With increasing evidence of the impact of climate change, strategies and plans for climate change adaptation and 
mitigation have been developed at international, European and national levels. The Paris Agreement on Climate 
Change obliges the countries of the world to act in two directions: to take urgent measures to reduce greenhouse gas 
emissions in order to limit the increase in temperature to 1.5°C and 2°C compared to the pre-industrial period, and take 
measures to adapt to climate change, in order to reduce the damage from climate change (in force since 4 November 
2016, confirmed by the EU on 5 October 2016, and by the Republic of Croatia on 17 March 2017, [22]).

The Intergovernmental Panel on Climate Change (IPCC) in 2019 shows that the global trend of temperature rise is 
+1.1°C and if the concentration of greenhouse gases continues to increase at the current rate, global warming is likely 
to reach 1.5°C between 2030 and 2052. The UN’s 2030 Sustainable Development Goals (SDGs) set 17 global Sustain-
able Development Goals (SDGs), with a goal 13: taking urgent action to combat climate change and its impacts [22].

The European Commission adopted a new EU strategy for adaptation to climate change on 24 February 2021. The new 
strategy sets out how the EU can adapt to the inevitable impacts of climate change and become resilient to impend-
ing change by 2050. It is necessary to: make adaptation smarter by encouraging action based on reliable data and 
risk assessment tools, make adaptation more systematic because climate change affects all sectors, make adaptation 
faster because we already feel the effects of climate change, and step up action internationally because adapting is the 
cross-sectoral element of EU and Member State action. The Republic of Croatia is obliged to prepare a periodic report 
to the European Commission on measures to adapt to climate change at the national and local level [22].

The first strategic document that provides an assessment of climate change for Croatia is the Strategy for Adaptation 
to Climate Change in Croatia for the period until 2040 with a view to 2070 [17] and was adopted by the Croatian 
Parliament on April 7, 2020. The goal of the Strategy is to raise awareness of the importance and threats of climate 
change for society and the need to integrate the concept of climate change adaptation into existing and new policies, 
in order to reduce the vulnerability of the environment, economy and society caused by climate change. The Strategy 
identifies vulnerable sectors, including hydrology and water resources, and tourism, and prescribes the obligation to 
take adaptation measures. Table 1 shows the projections of climate parameters in the Republic of Croatia for the period 
2041–2070 [17].

Table 1. Projections of climate parameters for the Republic of Croatia according to the RCP4.5 scenario for the 
period 2041–2070 (prepared by authors based on [17])

Climate 
parameter

Projections of future climate in Croatia according to scenario RCP4.5 for the period 2041–2070 obtained 
by climate modelling

Precipitation

Average annual quantity: further decreasing trend (up to 5%) except in the NW parts of Croatia

Decrease in all seasons (up to 10% mountains and Northern Dalmatia) except winter (increase 5–10% Northern 
Croatia)

The number of drought periods will increase

Surface runoff Reduction of runoff (especially in spring)

Air temperature

Medium: increase 1.5–2.2°C (all seasons, especially in the continental part)

Max: increase up to 2.2°C in summer (up to 2.3°C on islands)

Min: the largest increase on the continent in winter 2.1–2.4°C; and 1.8–2°C coastal areas

Mean sea level 2081–2100
32–65 cm (estimation of average means for the Adriatic)

The main expected impacts that can lead to a high degree of vulnerability of water resources are [17]:

• reduction of water quantities in watercourses and springs;
• reduction of groundwater supplies and decline of groundwater levels;
• reduction of water levels in lakes and other dammed natural or built systems;
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• rising sea levels, salinization of coastal aquifers and aquatic systems;
• increase in water temperatures accompanied by a decrease in the carrying capacity of receiving water bodies;
• increasing the frequency and intensity of floods in endangered areas;
• increasing the frequency and intensity of torrents;
• increasing the frequency and intensity of floods from rainwater in urban areas;
• increase in sea level, and thus the probability of floods at the mouths of watercourses;
• reducing the efficiency of coastal infrastructure, and
• intensification of salinization of estuaries and coastal aquifers. 

The Strategy [17] provides an assessment of the impact of climate change and the vulnerability of the tourism sector 
on climate change and possible responses to high vulnerability, as shown in Table 2.

Table 2. Overview of the impacts and challenges of climate change adaptation in the tourism sector and possible 
responses to reducing high vulnerability [17]

Impacts and challenges that cause high vulnerability Possible responses to reducing high vulnerability

- inadequacy of the tourist offer to projected climate 
change (high temperatures, increased solar radiation, 
frequency of extreme weather events, etc.),

- changing the attractiveness of the area on the coast and 
in the continental part of the Republic of Croatia,

- damage and / or reduced functionality of various 
infrastructure systems (water supply, drainage, beach 
infrastructure, horticulture, etc.),

- deterioration of ecosystems, biodiversity and cultural 
heritage important to tourism due to indirect and direct 
effects of climate change.

- adaptation of the tourism sector to changed business conditions 
due to the impact of climate change,

- aligning tourism activities with projected climate change,
- strengthening competences related to impacts and adaptation to 

climate change of experts directly related to the tourism sector,
- inclusion of climate change adaptation measures in all 

segments of sustainable Croatian tourism,
- the revitalisation of tourist offer across the entire territory of the 

Republic of Croatia and exploitation until now underutilised or 
untapped potential,

- implementation of priority programs for the rehabilitation of 
cultural assets by including acceptable measures to reduce 
vulnerability to climate change.

Table 3 provides measures for adaptation to climate change in the tourism sector grouped into categories of very high 
and high importance and lists the key stakeholders.

Table 3. Climate change adaptation measures in the tourism sector: measures of very high importance (01–04), high 
importance (05) and key stakeholders [17]

Measure 
code Name of the measure Key stakeholders

T-01
Integrating climate change into the tourism 
development strategy

Ministry of Tourism, Ministry of Environmental Protection, 
local and regional self-government units, tourist boards, Croatian 
Meteorological and Hydrological Service

T-02

Raising awareness of experts involved in 
the tourism sector about the impact, risks 
and opportunities for adaptation to climate 
change

Ministry of Tourism, Croatian Chamber of Commerce, tourist boards, 
public institutions for the management of protected parts of nature

T-03 Encouraging education of students on 
climate change

Ministry of Science and Education, Croatian Chamber of Commerce, 
Croatian Chamber of Crafts

T-04

Strengthening the resilience of tourist 
infrastructure to various weather extremes

Ministry of Tourism, Ministry of Construction and Physical Planning, 
Ministry of Environmental Protection, Ministry of the Sea, Transport 
and Infrastructure, local and regional self-government units, Croatian 
Meteorological and Hydrological Service

T-05 Strengthening the resilience of local 
communities in the tourism sector

Ministry of Tourism, local and regional self-government units, tourist 
boards, Croatian Meteorological and Hydrological Service

In order to respond to the new policy goals for 2030, the existing Sustainable Energy Action Plans (SEAP) were to be 
upgraded to Sustainable Energy and Climate Action Plans (SECAP). The goal is to reduce CO2 emissions by at least 
40% by 2030, improve energy efficiency, reduce energy consumption and influence the adaptation to climate change. 
These plans serve as an effective tool for planning climate change mitigation and adaptation measures [23].
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In Croatia most cities with prepared SECAP are located in the Primorje-Gorski Kotar and Istria counties (11 cities in 
total), and these are the cities: Kastav, Opatija and Rijeka (Primorje-Gorski Kotar County), Buje, Novigrad, Pazin, 
Buzet, Labin, Rovinj, Poreč and Pula (Istria County) [23].

In the field of adaptation to climate change, vulnerability and risk analysis to climate change was conducted, and in the 
water and tourism sector the risk is moderate or high due to high exposure due to high population density and increase 
in number of tourists during the touristic season.

These sectors require the timely implementation of climate change adaptation measures. Table 4 gives an example of 
good practice, i.e. an overview of climate change adaptation measures in the water sector and tourism sector on the 
example of Croatian Northern Adriatic cities: Rijeka, Kastav, Opatija (Primorje-Gorski Kotar County), Poreč and Labin 
(Istria County). All these cities are tourist destinations.

In Croatia in 2013, the Institute for Social Research and the Society for Shaping Sustainable Development (Institut za 
društvena istraživanja and Društvo za oblikovanje održivog razvoja) conducted a survey on citizens’ attitudes towards 
climate change. Even then, 70% of citizens considered climate change a significant problem, and more than 40% of 
citizens thought that climate change mitigation was more important than current economic development, mostly citi-
zens of coastal regions of the Republic of Croatia [23]. 

The research conducted in 2019, through the RMPPI (Renewable micro power plant initiative) project confirmed the 
great interest of citizens in the topic of climate change and considered climate change a significant problem [28].

Climate change is of particular importance for the long-term positioning of tourist destinations on the world market. 
Some destinations will gain in attractiveness, and there will be more interest in them, while others whose attractiveness 
will be jeopardized by climate change will have to be repositioned in order to maintain their market position [29]. 

Table 4. Measures of adaptation to climate change in the water and tourism sector on the example of cities in Primor-
je-Gorski Kotar County and Istria County (prepared by authors based on [24–27])

Cities Climate change adaptation measures  
in the water sector

Climate change adaptation measures  
in the tourism sector

Rijeka

- strengthening the resilience of coastal water-
communal infrastructure and coastal water resources,

- preparation of project and planning documentation 
related to water protection infrastructure.

- networking and upgrading the system of 
monitoring environmental indicators related to 
climate change.

Kastav 
and 
Opatija

- economic evaluation of groundwater and springs,
- identifying vulnerable groups and critical assets in 

terms of flood risk,
- reconstruction of the water supply network and 

installation of equipment for smart monitoring of the 
water supply system in order to reduce water loss in 
the system,

- raising public awareness on the importance of water 
consumption and the impact of climate change,

- rationalization of water consumption,
- analysis of the impact of sea level rise,
- strengthening the resilience of water and communal 

infrastructure in coastal areas,
- preparation of an analysis of the possibility of 

recycling wastewater for reuse and rainwater 
collection.

- increasing resistance to climate change (measuring 
UV radiation and temperature, availability of 
drinking water in public places, personal protection 
from UV radiation),

- development and encouragement of tourism 
activities compatible with resistance to extreme 
weather conditions (supply diversification),

- raising the awareness of tourism workers about 
the impact, risks and possibilities of adaptation to 
climate change,

- strengthening the resilience of tourist infrastructure 
to various weather extremes (construction 
of swimming pools, indoor spa and wellness 
facilities, refrigerated areas, etc.),

- encouraging the education of students of tourism 
professions on climate change.

Poreč

- strengthening capacities for protection against 
harmful effects of water, stakeholder capacity, 
measures for protection against harmful effects of 
water in the event of extreme hydrological conditions 
(e.g. floods), and resilience of urban areas to 
anthropogenic pressures caused by climate change.

- development of the concept of sustainable tourism 
that includes adaptation to climate change,

- strengthening the competencies of employees in 
the tourism sector,

- strengthening the resilience of tourist infrastructure 
to various weather extremes.

Labin

- increasing revenues to combat water shortages,
- education of the population,
- regulations restricting water consumption, especially 

in dry summer periods, or adopting provisions that 
promote more rational use of water resources.

- diversification of the tourist offer,
- plans and programs related to climate change,
- availability of early weather warning systems.
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In general, most destinations are chosen by tourists because of the type of climate. In this context, identifying threats to 
climate change and future perspectives of change are important determinants of likely changes in preferences for travel 
destinations. Interest and concern about climate change have begun to spread in recent times and have become a global 
problem, and climate change is receiving significant attention in the field of tourism research [30].

Emphasizing the impact of tourism on the environment (which generates climate change) is a key focus of sustainable 
tourism development. Namely, the pronounced tourist seasonality affects the development of climate change. The pro-
cess of adaptation to climate change in a tourist destination requires the interaction of sustainable tourism development 
and climate change [29].

The future effects of climate change will extend the touristic season. The result of predicting the future climate is 
greater deseasonalisation of demand, as certain seasons (spring and autumn) will offer greater comfort to tourists and 
visitors. Higher temperatures in the current main part of the tourist season (July and August) will reduce the number 
of tourists, thus increasing the number of tourists in other months of the year due to more acceptable temperatures in 
Mediterranean tourist destinations [18].

This future deseasonal demand in certain tourist destinations will have a positive effect on water supply systems, which 
have so far been overstressed in the summer months due to a big increase in tourist arrivals in July and August. Tour-
ism is considered among the economic sectors that are least prepared for the risks and opportunities posed by climate 
change [21].

The development of selective forms of tourism is crucial for adapting the offer to the requirements of tourists who can-
not perform normal tourist activities due to unfavourable weather conditions (unbearable heat, UV radiation or rain). 
The product of the “sun and sea” that is characteristic for Croatia needs to be supplemented with other forms of tourism 
(health, sports, culture, history, education, entertainment). It is necessary to start applying these measures of adaptation 
to climate change as soon as possible [31] since it is expected that the cost of investing in adaptation will reduce the 
cost of repairing possible damages in the future [16].

5. Conclusion
Climate change is affecting, and in the near future it will certainly affect even more intensely, the population of the 
Earth. This paper presented the impact of climate change with an emphasis on water resources and tourism. The impact 
of climate change on water resources results mostly in decreasing the available quantities of water in future. The way 
that tourism responds to climate change is absolutely critical to the sustainability of tourism and if that sector would 
withdraw from engaging in climate change problematics, it would be to its significant detriment. 

For government, NGOs and decision-makers, climate change is a new strategic reality they have to face. 

It is clear that there has been a dramatic increase in research in the field of sustainable tourism development and climate 
change. The pronounced tourist seasonality, that we currently have, negatively affects and burdens water resources and 
systems in tourist destinations. 

Projections of climate parameters for Croatia in the future predict deseasonal touristic demand primarily due to the 
lower level of comfort that will prevail during the summer months due to too high temperatures. This deseasonalisation, 
which would redistribute tourist arrivals to the rest of the year, would have a positive impact on water resources and 
systems, decreasing the stress on water resources that we have now in high season. 

The Mediterranean basin area has been identified as one of the most vulnerable regions of the world to climate and 
anthropogenic change. In this area tourist seasonality is pronounced during the summer months, which is an additional 
challenge for efficient water management.

High ratings tourists give to destinations with favourable climatic conditions, which are an important element when 
choosing a destination. Therefore, the climate as one of the most important drivers of tourism, in the future will play an 
even more important role in choosing a destination. Given that climate is recognized as a key driver of tourism, climate 
change can have a positive or negative impact on tourism, although tourism itself contributes to climate change. The 
overall quality of life stems from the sustainability of the tourist destination. This in turn improves the quality of life of 
the local population and the image and competitiveness of tourist destinations.

Timely adjustments can significantly reduce the future damage and losses caused by climate change in the tourism 
sector. The SECAP analysis of selected cities in the Northern Adriatic part of Croatia presents concrete and specific 
measures for adaptation to climate change in the water sector and in the tourism sector, that should be implemented. 

The EU is fighting against climate change, so in the last financial period, until 2020, every fifth euro in the European 
budget was allocated for adaptation to climate change, which is 180 billion euros per year, while in the current financial 
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period from 2021 to 2027, every fourth euro in the European budget will be allocated for this purpose, which is more 
than 280 billion euros per year [2]. 

Another aspect that we are currently adding to our research on climate change impact on water resources and tourism 
are summer fires in Adriatic coastal areas since the number and fire severity have significantly increased over the 
past decades [32]. Fires are often consequences of human activities and unfavourable hydrological conditions during 
summer, have huge impact on the environment and can endanger touristic areas, while additional water resources are 
needed for fire control and extinguishing. 

There is still a lot to be done to raise public awareness about climate change and the impact on natural resources 
(including water resources). Raising general public awareness about this problem will certainly accelerate further 
research and implementation of preventive measures. At the same time, from the scientific point of view, the impact of 
climate change, adaptation and mitigation measures need to be continuously investigated, quantified and included in 
all spheres of human activities and the environmental management. 
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Abstract 
Climate change brings the occurrence of flash floods from extreme rainfall and then the increasingly frequent occur-
rence of dry periods, which last longer. To mitigate climate change, it is necessary to assess the variability of the flow 
and take the necessary adaptation measures to mitigate climate change impacts. This paper evaluates the daily average 
flows in the Torysa river basin in the eastern Slovakia. The graphic method flow duration curves (FDC) were used. 

Keywords: Torysa river basin, flow duration curves, discharge, climate change, hydrologic drought.

1. Introduction 
Climate change is one of the biggest environmental problems. Climate change refers to extremes in precipitation and 
increased average air temperature. Lack of rainfall is the main cause of drought. Hydrological drought is caused by 
a lack of precipitation and is manifested by a lack of surface and underground water [1]. Drought can also be caused by 
anthropogenic human activity, increased water consumption by industry, agriculture and households. Another cause of 
climate change is increased surface runoff from the built-up area and overheating of built-up areas [2]. 

In this paper we focused on the hydrological drought assessment. Daily flows were evaluated using the FDC (Flow 
Duration Curves) graphical method. FDC show the percentage of time and streamflow value that is equal or exceed 
during and time period and provide information about the availability and variability of water resources. Their many 
uses include, for example, the design of water supply systems and run-of-river hydropower plants and ecological 
studies [3]. FDC is a tool for the management of water resources and is also used in several theoretical studies at river 
basins. FDCs are the result of complex interactions between climate and geomorphological characteristics of the basin, 
so they are sensitive to changes in these conditions and can be used for investigation of the impact on water resources. 
The FDC can give us a view of the hydrological resistance of river regimes, low flow rates and ecological flow integ-
rity [4]. FDC related studies began in the first half of the 20th century [5]. Various approaches were designed for the 
FDC, the so called parametric and graphic approach [6]. Statistical approaches take into account the characteristics of 
the basin [7]. Wittenberg estimated the FDC basin based on the parameters of the probability distribution function [8]. 
There are many other studies that focus on the FDC.

2. Methods and study area

2.1. Study area
The studied territory of the Torysa basin (Fig. 1) is located in eastern Slovakia. It originates in the Levočské hills 
northwest of the village Torysky. At the beginning it flows to the southwest, later it turns to the north and soon to the 
east. Near Lipany, it turns to the southeast. In Prešov, its most important tributary, Sekčov river, flows south through 
the Košice basin. Southeast of Košice, near the village of Nižná Hutka, it flows into Hornád as a left-hand tributary 
[9]. These hydrological stations were evaluated in the selected river basin. Stations at the Torysa river: Košické Olšany, 
Prešov, Sabinov and Brezovica and at the Sekčov river: the Demjata hydrological station. Data from hydrological sta-
tions were provided by the Slovak Hydrometeorological Institute and are for the period 1972–2020. 
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Table 1. Basin Torysa data
Hydrologic stations Max Daily Q [m3/s] MIN daily Q [m3/s] AVERAGE daily Q [m3/s]

Košické olšany 292,4 0,89 7,7
Prešov 216,4 0,35 4,3
Sabinov 169,4 0,12 3,3
Demjata 53,8 0,03 0,7

Brezovica 103,7 0,006 1,6

In Tab. 1. are daily maximum flows, daily minimum flows and average daily flows.

Figure 1. Location of the Torysa river basin and the hydrological stations

2.2. Methods
The FDC graphic method was used, which was processed using the software R. Software R is the environment for 
statistical calculations and graphics. Daily flows were used to analyze the flow rates, which were divided into fifth 
periods: 1972–1980, 1981–1990, 1991–2000, 2001–2010, 2011–2020. Lubridate, GGPLOT2 and Hydrotsm packages 
have been used. Using the Rank function, the flow position was assigned in each period and for each station. Then the 
probability of exceeding P (1).

(1)

M = ranked position of the flow, n = total number of observations in data record

The charts were created using the logarithmic function and the GGPLOT2 package in R. We chose the type of box-plot 
graph that is more transparent than Line Graph.

3. Results and discussion
In the 1980s and in the first half of the 1990s, dry conditions were prevailed in Slovakia, which was examined by Fend-
eková et al. [11]. Flow analysis shows a relatively declining trend of flow in Torysa river basin.
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Figure 2. FDC Košické Olšany

In Figure 2 is shown the duration of flows in the KoŠické OlŠany hydrological station, where we can follow the sinu-
soidal course of the median FDC in the observed periods. In the period 2001–2010, there were large floods, therefore 
large streamflows were recorded in the Q3 quartile, which affected the FDC. These are the highest flows of the entire 
observation period in the given station. We see the highest median flows in the period 1972–1980. The median in the 
period 1981–1990 and 2011–2020 is the same.

Figure 3. FDC Prešov Torysa

In the Prešov Torysa station, we can observe a significantly dry period in the 80s and 90s, where the value of the 
median streamflow is also the lowest. In the period 2011–2020, the median value is higher than in the 1980s or 1990s, 
and the Q2 quartile has the smallest interface than the other periods in the given station (Figure 3).
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Figure 4. FDC Sabinov

In Sabinov, we can observe a similar course of FDC as in Prešov Torysa station, these stations are not far from each 
other. But when we compare quartile Q2, in the period 2011–2020 it has the smallest interface, and in quartile Q3 lower 
flows are observed than in other periods. When we compare the Q1 quartile in the period 2011–2020 and the period 
1972–1980 where the value of low flows is similar (Figure 4).

Figure 5. FDC Demjata

At the Demjata station, we observe a decrease in flows over time. The period 2001–2010 is interesting, in quartile 
Q3 we can observe large flows, but in quartile Q1 we observe the lowest flows in the monitored periods in the given 
station. Very low flows in quartile Q1 are observed in the period 1991–2000. The average value of the flows is the high-
est in the period 1972–1980 and the lowest is in the period 2011–2020, approximately the same value of the median is 
in the periods 1981–1990, 1991–2000 and 2001–2010 (Figure 5).
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Figure 6. FDC Brezovica

Figure 6 in the Brezovica station we observe very low streamflows in the Q1 quartile in the period 1981–1990, which 
means that the given decade was dry. In the period 1972–1980, 2001–2010 and 2011–2020, the median value is 
very similar, but when we compare quartile Q2, the flow interface is larger in the period 1972–1980. In the period 
2001–2010, significant large flows were again observed. In the periods 2001–2010 and 2011–2020, higher flows were 
recorded in the Q3 quartile than in the other periods (Figure 6).

The given graphical results show that there was a hydrological drought in the 1980s, but also the periods 2001–
2010 and 2011–2020 in terms of flows are no better, because in the Q2 quartile the streamflow interface is smaller than 
in the period 1972–2010. But in the last two decades, the Q3 quartile has seen largely high streamflow’s.

4. Conclusion
From the results of the study, we can conclude that the flows in the Torysy basin have a decreasing character until the 
period 2001–2010, when there were large floods in eastern Slovakia. Increased air temperature and less precipitation 
and more frequent occurrence of dry periods are responsible for the decrease in flows. To mitigate the problems of 
climate change, adaptation measures to retain water in the country would help, from which it would then be possible to 
overestimate the flows in the basin during the dry season, but that would be the subject of another study.
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Abstract 
This paper presents the results from the fully coupled flow-deformation analysis of slope stability subjected to different 
rainfall intensities which correspond to the different probability of occurrence. The main objective was not to define 
only the influence of the intensive rainfalls on slope stability, but also the changes in saturation and suction for different 
intensities of a given duration. 

A time-dependent analysis was performed using the final element method. Also, widely used constitutive models were 
used to describe sandy soil’s mechanical and hydraulic behaviour. 

The results from a hydrological analysis of the intensive rainfalls over the area of the Topolnica tailing dam were used 
as input parameters for the numerical analysis. A relationship between the probability of occurrence of the maximum 
monthly intensive rainfall is also plotted in function of the amount of precipitation and characteristic durations. Slope 
stability analyses were made for rainfall probabilities of 50, 20, 10, 4, 2 and 1%, which correspond to the return period of 
2, 5, 10, 25, 50 и 100 months, respectively. 

The results show that the wetting front increases when the infiltration rate increases as a result of increased rainfall 
intensity. The suction profile also changes for different infiltrations. The maximum saturation and suction changes were 
observed on the slope surface. 

Finally, this paper provides information on the influence of extreme rainfall events on slope stability as one of the main 
trigger factors for landslides or intensive erosion.

Keywords: fully coupled analysis, slope stability, intensive rainfalls, probability, saturation, suction.

1. Introduction 
Heavy rainfalls due to climate variations and changes are more often seen as a cause for instabilities, landslides or sig-
nificant erosion of natural and engineering slopes in both soil and rocky environments. This paper presents examples 
that confirm this hypothesis, and gives a detailed description of the problems and an advanced concept for the design.

Figure 1. Slope stability problems on Miladinovci – Shtip highway
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Figure 1 shows different types of failures occurred on Miladinovci – Shtip highway in the central part of Macedonia. 
There were examples of shallow landslides above the cut slope, landslides due to water retention on the berm, signifi-
cant erosion in soft rocks after heavy rainfall in 2020 and continues erosion registered in 2022 [1].

Figure 2 shows the precipitation estimation for the Western Balkan region from last month when more than 20mm/h 
and 80mm/3h was estimated between Tetovo and Skopje where no weather station was installed yet.

Figure 2. 1-hour and 3-hours precipitation estimation for 29 May 2022

The nearest weather station to the Miladinovci – Shtip highway is Gjurishte weather station where 52 and 43mm/h 
were measured for two consecutive 12-hours periods on 29 May 2022 [2], see Figure 3.

Figure 3. 12-hours measured precipitation for two consecutive measurements on 29 May 2022

The national weather monitoring station [3] measured 25.2mm in one hour and 40.1mm in two hours which causes 
significant erosion on the slopes presented in Figure 4. The photos was taken between the 2 extreme rainfall events in 
24 hours.
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Figure 4. Significant erosion on the slopes between the 2 extreme rainfall events on 29 May 2022

This phenomenon is known as slope-atmospheric interaction and often is neglected by the engineers during the design. 
The aim of this paper is to give one approach for including the rainfall impact on slope stability in the analyses.

2. Methodology, parameters and numerical analysis
The soil-atmospheric interaction is realized through the infiltration of rainwater that infiltrates to the unsaturated zone 
which increases the natural moisture content and the pore pressure, reduces the suction, thereby reducing the shear 
strength of the unsaturated soil and increases the risk of sliding. 

The hydrostatic equilibrium in stationary flow in unsaturated soils deviates from that in saturated soils depending on 
whether the water moves down to the groundwater level (infiltration) or upwards (evaporation). In the case of com-
pletely saturated soils, that pore pressure is positive due to the absence of air in the pores. In most of the fine-grained 
soils with very small pores it is negative in case when the moisture is less than the full saturation [4].

In order to include the rainfall in the analysis, it is necessary to use transient coupled analysis which takes into account 
the mechanical and hydraulically soil behavior in a time-dependent analysis. This is also known as (fully) coupled 
flow-deformation analysis which can be done in many software based on finite element method [5].

To provide such analysis it is necessary to have precipitation data for the region and its probability of occurance. Then 
we should select not only the mechanical model, but also the hydraulic model which can represent the soil behaviour. 
This can be represented by the relationship between soil suction and water content or saturation degree, so called soil 
water retention curve – SWRC and Suction-relative permeability relationship. 

The rainfall intensity was determined from the previous hydrological analysis of the intensive rainfalls over the area 
of the Topolnica tailing dam, which is around 50km from the Gjurishte station [6]. After rainfall data series of monthly 
precipitation were formed, a relationship between the probability of occurrence of the maximum intensive rainfall was 
plotted in function of the amount of precipitation and characteristic durations, see Figure 5.
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Figure 5. Probability distribution of monthly maximum rainfall data

Table 1. Monthly maximum rainfall [mm] for characteristic probabilities
p(z) [%] T [months] 10’ 20’ 40’ 60’ 90’ 120’ 180’ 300’ 720’ 1440’

50 2 4.51 5.91 8.09 9.19 10.32 11.76 13.05 14.55 16.55 19.29
20 5 8.10 10.78 14.61 15.83 17.58 20.02 22.10 24.50 26.97 32.06
10 10 11.34 13.33 18.60 21.38 22.45 27.13 29.94 32.89 33.61 38.64
4 25 13.62 17.22 25.68 28.78 29.49 33.89 35.84 39.55 45.83 52.16
2 50 15.72 20.05 28.58 31.25 31.84 38.28 44.09 49.38 52.94 57.47
1 100  22.45 30.02 34.05  43.90 49.45 54.29 56.49  

In this study we used sandy materials with properties given in Table 2. 

Table 2. Soil parameters used in the analysis

Material 
type Conditions γunsat 

[kN/m3]
einit
[/]

Eoed
[kN/m2]

ν
[/]

c’
[kPa]

ϕ’
[˚] kx=ky [m/s]

Sand Drained 19.0 0.7 8000 0.3 2 28 1×10-3

The mechanical behavior was simulated with Mohr-Coulomb failure criteria [7], while the Van Genuchten hydrau-
lic model for soil behavior was used [8]. The data were taken from the Plaxis database so called Hypres [9]. Figure 
6 shows the SWRC and the relationship between suction and relative permeability according to the selected soil type.
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Figure 6. Soil classification and relationship between suction and relative permeability and saturation

Six slope stability analyses were made for different one-hour rainfall intensities and probability of occurrence given in 
Table 1. The numerical model geometry and boundary conditions (BC) are illustrated in Figure 7.

Figure 7. Numerical model geometry and boundary conditions

The slope is 10m height, and 1:2 slope angle. Normal/fully fixed BC was used for the left, right and the bottom side of 
the model, while infiltration BC were used for the slope crest and slope in order to allow infiltration from the rainfall. 

3. Results and discussion
The results from the analyses are presented for the initial and the final phase (maximal rainfall intensity). The change of 
suction, saturation, deformations and presence of plastic points and points of tension are relevant for such analysis.
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Figure 8. Suction changes in inital phase and after heavy rainfall with maximum intensity

The results show that the maximum suction in the initial phase is 160 kPa and occurs at the top of the slope as a neg-
ative pore pressure depending on the groundwater level, while after the rainfall event it decreases to 146 kPa at 2.0 m 
below the top of the slope. The greatest reduction of the suction occurs on the surface of the slope where the material 
is saturated due to rainfall influence and it is 0kPa. 

The suction is related to the degree of saturation. Figure 9 presents the changes in the degree of saturation before and 
after the rainfall event. 

Figure 9. Saturation degree changes in inital phase and after heavy rainfall with maximum intensity

The changes begin immediately after the application of precipitation as a result of infiltration. The minimum degree of 
saturation occurs in the part where the suction is highest. As the infiltration increases, the unsaturated zone decreases 
and the surface layer is saturated. After the rainfall, the effect is up to a depth of 1.0 m, while the first 50 cm are com-
pletely saturated.

Figure 10. Deformation and plastic points after heavy rainfall with maximum intensity
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The maximum deformation is 1.88 mm dominantly vertical inside the model and horizontal on the slope surface.

The results show that the saturation zone increases when the infiltration rate increases as a result of different rainfall 
intensity. The suction decreases as the rainfall intensity increases. The maximum saturation and suction changes were 
observed on the slope surface where the rainfall influence is the highest [10]. 

4. Conclusion
The aim of this paper was to give an overview of the slope stability problems and to introduce an advanced concept for 
numerical modelling including slope-atmospheric interaction.

The engineering experience show that the standard slope stability analysis is not enough and should include the 
slope-atmospheric interaction through coupled flow-deformation analysis to prevent slope instabilities due to extreme 
rainfall events.

The rainfall intensity used in this study was determined from the hydrological analysis of the intensive rainfalls over 
the area of the Topolnica tailing dam. After rainfall data series of monthly precipitation were formed, a relationship 
between the probability of occurrence of the maximum intensive rainfall was plotted in function of the amount of pre-
cipitation and characteristic durations.

The mechanical behavior was simulated with Mohr-Coulomb failure criteria, while the Van Genuchten hydraulic model 
for soil behavior was used. The data for SWRC and relationship between suction and relative permeability were taken 
from the Plaxis database so called Hypres.

The results show that the wetting front increases when the infiltration rate increases as a result of increased rainfall 
intensity. The suction profile also changes for different infiltrations. The maximum saturation and suction changes were 
observed on the slope surface and can be concluded that the rainfall has surface influence, but it is a repeating load and 
can cause intensive erosion, gullies and deeper cracks over time and finally a landslide. 
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